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Abstract

We study the problem of tracking moving objects using
distributed Wireless Sensor Networks (WSNs) in which sen-
sors are deployed randomly. Due to the uncertainty and
unpredictability of real-world objects’ motion, the tracking
algorithm is needed to adapt to real-time changes of veloci-
ties and directions of a moving target. Moreover, the energy
consumption of the tracking algorithm has to be considered
because of the inherent limitations of wireless sensors. In
this paper, we proposed an energy efficient tracking algo-
rithm, called Predict-and-Mesh (PaM) that is well suited for
pervasively monitoring various kinds of objects with ran-
dom movement patterns. PaM is a distributed algorithm
consisting of two prediction models: n-step prediction and
collaborative prediction, and a predication failure recov-
ery process called mesh. The simulation results show that
the PaM algorithm is robust against diverse motion changes
and has the excellent performance.

1. Introduction

A Wireless Sensor Network (WSN) is an interconnected
system of a large set of physically small, low cost, low
power sensors that provide ubiquitous sensing and comput-
ing capabilities. The sensors have the ability to sense the
environment in various modalities, process the information,
and disseminate data wirelessly. Therefore, if the ability
of the WSN is suitably harnessed, it is envisioned that the
WSN can reduce or eliminate the need for human involve-
ment in information gathering in broad civilian or military
applications such as national security, health care, environ-
ment protection, energy preservation, food safety, and so on
[11].

The design of the WSN is highly application-dependent,
i.e., for different applications there are different design and

technical issues that need to be addressed. In this paper, we
focus our attention on the application of tracking real-world
objects, e.g., tracking moving targets using huge numbers
of sensors with a small detection range. Typically, sensors
are distributed randomly, in a large scale region to be mon-
itored. The possible scenarios can be border control, battle
field surveillance, traffic flow measuring, or animal moni-
toring, etc. In developing such a network, tracking algo-
rithm design, however, is a complicated problem due to sen-
sors’ limitations in computation, sensing, memory, battery
life and network bandwidth [10]. All of these limitations
impose the constraints on the efficacy of tracking. There-
fore, the classical tracking mechanisms are not sufficient
for the WSN by themselves.

In general, the tracking scheme is fixed when consider-
ing the problem of tracking a target using the distributed
WSN. However, in many tracking applications, the motion
characteristics of the object under tracking may vary with
time due to the uncertainty and unpredictability in the tar-
get motion model [1]. Moveover, different types of objects
may have different kinds of motion characteristics. For ex-
ample, a tank has a much larger maximum velocity than a
human solider. On the other hand, a human solider, given
a moving velocity, can perform turn much quicker than a
tank. Such variabilities pose a significant problem when
designing a tracking algorithm. Thus, the design priority
will be given to both the efficiency and adaptability of the
network utilization.

In this paper, we propose an energy efficient tracking al-
gorithm called Predict-and-Mesh (PaM) that is well suitable
for pervasively monitoring movements of various kinds of
objects with random movement patterns. PaM is a distrib-
uted algorithm consisting of two prediction models: n-step
prediction and collaborative prediction, and a predication
failure recovery process called mesh. We show that the PaM
algorithm is robust against diverse motion changes of a tar-
get under tracking.
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The organization of the rest of the paper is as follows.
In Section 2, the tracking algorithm design challenges are
discussed with respect to the efficacy and adaptability. Sec-
tion 3 defines several useful preliminary models and gives
details of the PaM algorithm. In Section 4, we present the
simulation and its results. Section 5 concludes the paper
and outlines directions for future work.

2. Tracking Algorithm Design Challenges

Given a large scale area, the tracking algorithm must be
able to scale to a large number of entities to cover the en-
tire area. Generally, the deployed WSN is decentralized.
In other words, the fixed superior/subordinate relationship
does not exist in such a network. Although a centralized
architecture is theoretically optimal and also conceptually
simple [7], it is not suitable to a large scale environment be-
cause of the limited communication bandwidth and power
supplies of wireless sensors. On the other hand, the decen-
tralized architecture poses opportunities for achieving high
survivability since there is no centralized point of failure
that will result in an entire network failure.

For certain applications (e.g., military applications), it
is desired that the sensors are dropped from an aircraft or
by other means into the hostile environment without any
further adjustment. Nevertheless, such random deployment
strategies may lead to severe coverage problems subject to
sensor communication and detection constraints [2]. Thus,
the designed algorithm should be resilient to “blind” areas,
i.e., the regions that are partially or fully uncovered by any
sensor. In addition, while the position of the sensor is usu-
ally fixed after deployment, the network topology and mem-
bership may frequently change due to a functional failure,
physical damage, lack of power or new sensors just joining
the network. In other words, the WSN for tracking objects
may be ad hoc.

Limited power supply is another challenge which is in-
herent from the nature of the sensors. In general, the sensors
are equipped with limited and irreplaceable power sources.
As a commonly used strategy to reduce the power usage of
the sensing system, turning off unnecessary sensors can ef-
fectively enhance the lifetime of the entire system since the
energy consumption increases significantly during the peri-
ods of activity [13]. However, for randomly deployed sen-
sor networks there is a need for an activation mechanism
to accurately decide which sensors are necessary to be ac-
tivated for the quality of tracking. Moreover, due to unpre-
dictable behaviors of objects, e.g., random moving speeds
and directions, the tracking algorithm is needed to adapt to
such changes.

Figure 1. The Surveillance Zone Example

3 The PaM Algorithm

Assume that the wireless sensors are dropped randomly
(e.g., with a uniform distribution) to cover a two dimen-
sional, large scale region. One example of such a surveil-
lance zone is depicted in Fig. 1, in which each dot represents
a single sensor node. The sensors can collaborate to track
objects. The key idea of this paper is that the lifetime of
such a sensing system can be extended by using a set of pre-
diction based activation mechanisms. In order to conserve
the power usage, we have developed the PaM algorithm to
control activities of the sensors (active/sleep) for the track-
ing purpose. The word “predict” denotes that the system is
able to predict the next location of the object, by using the
time series trajectory of its path. Given that predicted loca-
tion, appropriate sensors in that region will be activated to
sense the target. Making use of this mechanism, initially,
most of the sensor nodes will be in the sleep status in or-
der to conserve the powers until the activity is triggered by
mobile targets. Once the target is detected, the active nodes,
which are not only the sensing centers but also the coordina-
tors (SCs), will activate another set of appropriate sensors as
the next SCs. Subsequently, previous SCs will change to the
sleep status (non-sensing and power down). It is clear that
the fewer nodes that are active, the less power that is con-
sumed. However, the prediction may fail due to the blind
areas, the uncertainties of object behaviors and node fail-
ures. In this paper, we propose a mesh process in order to
help the sensing system recover from potential prediction
failures.

3.1 Preliminary Models

In this section, we describe underline assumptions and
preliminary models.
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3.1.1 The Power Usage Model

Given n sensors at time ¢, there are two possible states for
each sensor, which are active and sleep, respectively [9].
Thus, a tracking system is modeled as a 4-tuple

M= (SN, F,K) )]

where S is a WSN, N represents active sensors, and F de-
notes sensors in the sleep mode. Let K be a set of events
represented by a function as

K:S8S—NxZF. )

Note that S is a dynamic system since at any given time ¢
there may be one or more sensors which change their states.

Typically, for each sensor, the power consumption will
vary under various states. There are four power usage
modes for each active sensor, namely, idle, sensing, trans-
mitting and receiving . Otherwise, the sensor node will be
in the power down mode as sleeping. “Power down” indi-
cates a working mode which shuts everything but the neces-
sary circuits for waking up. Thus, any event f in the sensing
field may result in mode transition for k sensors as

i[> IXxEXRXT xD 3)

where [ denotes any single sensor, Z represents a sensor in
the idle mode, & represents the sensor in the sensing mode,
D indicates that the sensor is in the power down mode, 7
and R denote the sensor in the transmitting mode and the
receiving mode, respectively. The sensor power consump-
tion modes are summarized in Table.1.

If we denote Wz, W, Wp, Wx and W1 as the power
usage of a sensor under different working modes, the power
consumption at any given time ¢ for this sensor is given by

p=Wrtz+We-te+Br-Wg-tr+ B Wr-tr+Wp-tp

“)
where t7 is the idle period of the sensor, t¢ denotes the time
required for the sensor to optimally estimate the position of
an object, tp is the power down period of the sensor, t7 is
the time required for the sensor to send out a unit packet, t
is the time required for the sensor to receive a unit packet,
B, and B, represent the size of packets that are received and
transmitted by the sensor, respectively. In reality, the sensor
detection is imprecise, therefore a Kalman filter is often em-
ployed to estimate the position, velocity and acceleration of
a target [1]. The dynamics model of a target under tracking
can be defined as

Ty = Axp_1 + Wy )

where x € R™ is the state vector of the target and wy, is the
process noise (e.g., unknown acceleration). A measurement
model zj, is given by

Table 1. Power Usage Modes

Idle | Semsing | Receiving

Transmitting PowerDown

Active Y Y Y Y N
Sleep N N N N Y
2 = Hxp + v (6)

where v, is the measurement noise. In this work, we as-
sume that wy, and vy, are white Gaussian noise. Thus, for
a specific sensor, a time period ¢7 is required to get opti-
mal estimation of the position of a target within its sensing
range. Given a system S with n sensors, the power con-
sumption matrix P can be represented by

tiz tie Br-tir Bi-tir tip Wz

toz tog Br-tor Bi-tar  top Wr

P=| . . . : x| We
: : : : : Wy

tnz tne Br-tpr Bi-tpr  tap Wo

(7

where P is a vector of which each entry represents the
power usage of a single sensor.

Thus, assuming an object under tracking has been in the
sensing field for the time interval {. — ¢, the power con-
sumed by S for tracking this target can be formulated as

te

Ps=Y.> pi ®)

ts i=1

where p;,7 = 1,2,...,n, denotes entries in a vector P, tg
represents the time when the object enters the sensing field
and t. represents the end time when the object leaves the
sensing field. Notice that Wz, Wg, Wp, Wr and W1
highly depend on the hardware platform of the sensor node.
Given a specific hardware platform, e.g., Berkeley MICA
motes [5], one second of the sleep mode can save enough
power for sending more than 70 packets, or performing
70K operations [8]. Therefore, the power consumption can
be conserved by applying an efficient tracking algorithm
through which most of sensors will be in the sleep status.

3.1.2 The Sensing and Communication Model

We assume that the sensors used to detect objects have 360°
degree sensing scope r. Examples of this kind of sensors are
acoustic, seismic, and electromagnetic sensors. In general,
these sensors are physically small and equipped with lim-
ited power supplies, thus r is confined to be small. Within
the detectable distance r, an active sensor node [; is able to
estimate its distance D and orientation 6 to an object [8].
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Figure 2. Sensing and Communication Model

In order to simplify the problem, we assume that the dis-
tance and the orientation information can be accurately es-
timated in tg seconds. Thus, the relative position vector R
of the target to sensor [; can be calculated using the follow-
ing function

T D -cosf
R= Y |\ D-sing |- ®)

As the target is out of the sensing scope of [;, another sensor
node [; needs to be activated to sense the target. In order to
conserve the power usage, [; will be switched to the sleep
state after it gets an acknowledgement from sensor [;. Thus,
the tracking task is carried out by sequentially activating and
shutting the sensors located along the track of the moving
object.

Notice that the sensing system S is distributed, thus there
is information exchange among sensors. Typically, each
sensor has a wireless communication scope 2 which is rel-
atively larger than r (Fig. 2). Thus, the sensor node [; can
communicate with any other sensor node [; within the cir-
cle area with radius R, centered by [;. In order to accurately
communicate with [; in a specific position, the sensing node
[+ has to know its own position and the position of [;. Since
the position of each sensor node [; is not predetermined in
a randomly deployed sensor network, there is a need for
network localization method. We assume that the sensing
system S consists of a subset .A in which all of the sensor
nodes are equipped with GPS receivers that have knowledge
of their own locations [4][6].

3.2 Prediction Models

Assume that there are N wireless sensors (e.g., acoustic
sensors), which are initially in the sleep mode, deployed in
the sensing field. A mobile object traverses through this

sensing field with speed V. Given time ¢, the object is de-
tected by an active sensor [;. Then, after At seconds, the
object may be out of the detection range r of [;. Since the
target may move randomly, it is necessary to estimate the
possibility of this scenario to avoid losing the target. Due to
the limited power of the sensor, the goal of the estimation
is to activate as few sensors as possible to save power. Ob-
viously, a good prediction mechanism should also maintain
high quality and fidelity of tracking.

However, the prediction scheme design is complex due
to the unpredictable behaviors of the target. Based on the
sensing and communication model, the prediction model
may vary given a target with a different speed V. For ex-
ample, a target M; travelling at speed V; ! is detected by
a sensor [; at time ¢ at position (27, z2) with the distance
D(M;, [;) (D(M;, [;) <) and the orientation 8((M;, [;))
to [;. Intuitively, it will take at least ¢, seconds for M; to
move out of the sensing range r of [;. We denote ¢, as es-
cape period that is given by

to = (TﬁD(waZ))/VZ (10)

It is clear that the object can be detected again by sensor [;
within time ¢, if V; is not increased. Otherwise, V; has to
be updated as V; as the target moves out of range of [; and
the sensor [; has to be activated to detect this target. The V;
can be estimated by

Vi =V, + i X to (11)

where «; denotes the possible acceleration of a specific ob-
ject which uniformly falls in [0, mae). Thus, V; falls in a
speed interval [V;, V;+«; X t,]. Notice that (V; +a; X t,) <
Vinaz> Where V4, denotes the maximum speed of the tar-
get.

Assume that at time ¢ + ¢, + t¢ the sensor [; detects
the target at position (21, 4/1) so that there are two pieces of
position information with respect to target M; in the knowl-
edge base of [;. Therefore, the speed V; can be accurately
calculated by

V(@ —21)2 + (41 — y1)?
to +te .

Note that the sensor [; will keep updating V; until the target
moves out of its sensing range. In light of this, we develop
the following two prediction mechanisms for diverse track-
ing scenarios.

Vi= 12)

o The collaborative prediction model. Fig.3 illustrates
the idea of the collaborative prediction model. Assume
that the target is detected at position R; = (z1,y1) at

Notice that the speed V; is recursively measured by active sensor
nodes. The details of this measurement will be discussed later in this sec-
tion.
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Figure 3. The lllustration of The Collaborative Figure 4. The lllustration of the N-step Predic-
Prediction tion

time ¢ and moves out of the sensing range of [; after
t, + te seconds. Then the next possible position of the
target can be estimated by

t+1t,+te. The moving speed V; can be obtained from
(12). By recursively updating V; and ¢,, the moving
track of the target can be obtained. Assume that after
n steps the target moves out of the sensing range of [,

- S0y X COS 1 then the next moving position can be predicted by
R . 13
max 71 T Snaz X sina (3) T Synax X cos
Rc:(yn>+<§maz><sinﬂ> a7

where (cos «, sin «) can be calculated by
where 00 1S given b
. given by
COS «x \/(:1:17:1:0)24’(1/1*1/0)2 (14)

sin « S ’
V(z1—20)2+(y1—y0)2

ton+te
gmax = Vz X (ton + tf,') + / amaxdt- (18)
and 8,4, Which denotes maximum escaping distance, 0

given by where %, is the latest estimated escape period after
n-step estimation, and

totte
Smaz = Vi X (to + té’) + / Omazdt.  (15) Tn_Tn_1
0 ( iy ) - V@n=2n—1)2+(Un—yn—1)>

L Yn —Yn—1
Note that the history position information (xo,yo) is sin § V@n—n1)2+(Yn—bn_1)?
provided by the previous active sensor node. Thus, this (19)
prediction is called collaborative prediction. where (z,,—1,Yyn—1) and (z,, y,) are the last two po-

Assuming that there is only one piece of position in- sitions in the sensing range of J;.

formation of target M; in the knowledge base of the
previous active sensor [; and the sensor [; is awakened . .
to sense this target. Given the position (z1,y;) from 3.2.1 Heuristic Functions

Ji the speed V; can be calculated by Making use of equation (10) and (12), the sensing system S
is capable of refreshing the knowledge of the object under

\/ (r1 —20)? + (Y1 — ¥0)? tracking to preserve the quality of tracking and conserve
t, + te the power usage as well. However, in reality, ¢, in (10) may

increase to infinity or decrease to zero. Thus, appropriate
upper and lower bounds have to be placed on ¢,. Intuitively,

o The n-step prediction model. As shown in Fig.4, as- the upper bound can be given by

sume that the target is still moving within the sens-
ing range of [; after ¢, + t¢ seconds and therefore the

Vi= (16)

where t; is the escape time for sensor J;.

.. JA . 20
target can be detected at the position (27, %1) at time (20)
Proceedings of the 13th Annual IEEE International Symposium and Workshop on Engineering of Computer Based Systems (ECBS’06) Cérl;/[PlUQTER
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The upper bound # determines the largest time interval for
sensing. It indicates that the target under tracking is not
able to move out of the communication range of [; within
time ¢. The lower bound t can be defined by t. which is the
time cycle for a sensor to finish the process of measuring.
Note that ¢, is usually hardware dependent. Thus, ¢, can be
expressed as

t to> 1
to =< tec to <t. . 1)
(r— D(M;, [;))/V; others

In reality, the R — D might be quite small and ¢.. is rel-
ative large. Thus, the possibility of losing the target will be
high under such a scenario. In order to enhance the qual-
ity of tracking, [; should be able to activate another sensor
node that has a smaller distance to the target. This evalua-
tion function can be expressed by

Ji
f’:{ Jj

Based on the sensor hardware platform and the need of the
application, the heuristic function represented by (21) and
(22) can be employed, alternatively.

if D(M,[;) < D(M;, [5)

if D(M;, [;) > D(M;, [;) 22)

3.3 The Mesh

As discussed in Section I, the prediction failure cannot
be ignored due to blind areas in the sensing field and unpre-
dictable behaviors of the object. We have developed a mesh
approach to helping the system recover from the prediction
failure efficiently. As shown in Fig. 5, assume that the target
is not detected, i.e., the prediction fails. According to our
best knowledge of the nature of the moving object, given
the speed V; at time t, it is not possible for the target to
move out of the region C called the mesh region within time
period ¢, + tg. Notice that C is a closed area with radius
which is given by

o= D + %maz (23)

where D is the spatial distance between sensor [; and the
target under tracking; and 3,4, can be obtained from equa-
tion (18). Notice that < R. Thus, if [; activates several
sensors by which the entire area of C is almost fully cov-
ered, the target will be detected. This is called the mesh
process. In order to save the power usage of this process,
we introduce a concept of virtual sensor nodes which are
indicated by the black dots in Fig.5. Each of these virtual
sensor nodes has the same sensing scope r as the real sen-
sor node [;. Thus, we can conclude that the mesh area C can
be almost fully covered if there are real active nodes which

Figure 5. The Mesh Process

overlap with these virtual sensor nodes. However, since the
real sensor nodes are randomly deployed, it is possible that
there will be no physical sensor that can be found at the po-
sition of the virtual node. Therefore, it is intuitive to activate
the closest sensors to the virtual nodes. While some areas
may not be covered, the efficacy of the mesh process can be
enhanced by rotating all the virtual nodes.

4 Simulation

In this section, we present the results of several simu-
lations to evaluate the performance of the PaM algorithm.
These simulations have been done using Matlab. The spe-
cific emphasis is placed on the following aspects of the al-
gorithm:

e Power consumption per time unit. We denote E(Ps)
as the criteria to evaluate the power efficacy of the PaM
algorithm. F(Ps) is given by

P
E(Ps) = — (24)

where Pg can be obtained from Eq. (8).

o The adaptability of the PaM algorithm. We evaluate
the adaptability of the PaM algorithm for diverse ob-
jects with various random motion patterns.

o The quality of tracking.
4.1 The Simulation Setup

In our simulations, the sensing field is 1000 meters by
1000 meters. For all simulation results presented in this
section, distances are measured in units of meters. A total
of 2500 sensors are uniformly and randomly placed in the
sensing field. Each sensor has a detection radius of 30 me-
ters and a communication radius of 90 meters. The power
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Table 2. Values of the Parameters in Simula-

tion
0O * A
Idle Sensing Receiving Transmitting PowerDown 1 f% 4 |
Active 600 A 4mA TmA 9ImA 0 B ﬁ%’i Q |
Sleep 0 0 0 0 10 n A 527 ig
Object 1: Human | Object 2: Vehicle J] i
Vinaz 2.0m/s 40.0 m/s o ]
Qmaz 6.0 m/s? 10.0 m/s? g«ﬁ b
consumption of each working mode of the sensors are based 09“/%% |
on Berkeley MICA motes operated at 3 volts. Human be- 02* > L L ‘
ings and vehicles are the two kinds of objects studied in our o o :
simulations. Assume that they move randomly in this two-
dimensional sensing field. The moving speed V is varying
between zero and V4, With an acceleration « € [0, qq)- Figure 6. Snapshots of the Simulation for
The values of these paramters are shown in Table. 2. Tracking a Vehicle

4.2 Simulation Procedures

In our simulations, two objects (a human and a vehicle)
sequentially enter the sensing field. When an object enters
the sensing area, some sensors at the edge of the sensing
field will work as guard sensors (in active status) to get the ]
first information of the target (position and velocity). With 1
this information, the simulator is initialized. The remaining )
sensors which are in the sleep mode use the PaM algorithm
to monitor the movement of the target. Fig.6 and Fig.7 illus-
trate the snapshots of the simulations for tracking a human
and a vehicle, respectively. These figures show the layout
of the sensing field. The dot points represent the sensors
and the line represents the moving track of the object. The
motion dynamics can be found in Table.2.

4.3 Simulation Results

4.3.1 Power Consumption and Tracking Quality Figure 7. Snapshots of the Simulation for

. Tracking a Person
In order to evaluate the power consumption performance of 9

the PaM algorithm, we run two simulations. Again, both are
run for tracking two different objects, a human and a vehi-
cle, respectively. In the first simulation, we assume that all
sensors will be in the idle status until an event triggers them
for sensing. Then, the total energy consumed per time unit

is calculated based on Eq. (7). In the second simulation, Table 3. Power Usage and QoS Evaluation
all sensors are initially in the power down status till they Human Vehicle
receive the activation message. The comparison results are E(Ps) in Simulation 1 | 82.695 mW | 20725 mW
shown in Table.3. E(Ps) in Simulation 2 | 4661.46 mW | 4660.24 mW
Observe that while the PaM algorithm may result in a QoS in Simulation 1 100% 100%
temporary loss of the target, the overall quality of tracking QoS in Simulation 2 99% 95%

is still high enough. Moreover, making use of the PaM al-
gorithm can dramatically reduce the power usage. Thus,
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Table 4. The Adaptability Evaluation

At =0.2 Human Vehicle
E(Ps) in Simulation | 387.67 mW | 384.00 mW
Mesh Ratio < 1% < 1%
At =0.5 Human Vehicle
E(Ps) in Simulation | 198.60 mW | 225.99 mW
Mesh Ratio < 1% ~ 25%
At=1.0 Human Vehicle
E(Ps) in Simulation | 126.80 mW | 233.91 mW
Mesh Ratio < 1% ~ 75%
Adaptive Human Vehicle
E(Ps) in Simulation | 82.695 mW | 207.25 mW
Mesh Ratio < 1% ~ 5%

we can conclude that the PaM algorithm can preserve the
quality of tracking and enhance the lifetime of the sensing
system as well.

4.3.2 The Adaptability

In[11], [3] and [12], a similar tracking using a linear predic-
tion has been proposed. However, the prediction time inter-
val has to be fixed subject to the moving speed of the object.
Thus, the quality of tracking and the power consumption
will vary in diverse scenarios of tracking different kinds of
objects. In order to illustrate the excellent performance of
the PaM algorithm, we run another two simulations to eval-
uate its adaptability. The simulations are run for tracking a
human and a vehicle using the algorithm proposed in [11]
with a parameter At which denotes the prediction time in-
terval. In both simulations, the power consumption and the
mesh ratio are recorded. Here the mesh ratio is used to ex-
press the accuracy of the prediction. The larger mesh ratio
indicates the poorer quality of tracking

The results are shown in Table.4 and Fig. 8 where we
can observe that when tracking a human the overall perfor-
mance of the PaM algorithm is much better than the non-
adaptive prediction algorithm with respect to the power con-
sumption and the quality of tracking. When tracking a ve-
hicle, from the power efficacy perspective, the performance
of these two algorithms are similar as the prediction interval
in the non-adaptive approach is set to a value between 0.5
second and 1.0 second. However, the PaM algorithm can
provide much better quality of tracking.

5. Conclusions

In this paper the PaM algorithm is proposed as a prac-
tical approach for the large scale surveillance applications.
The PaM algorithm uses a set of two prediction models and
a mesh process to monitor the movement of the objects. It

700

6001 ——— nonadaptive method tracking human being
—— nonadaptive method tracking vehicle

500 adaptive method tracking human being

— - — - adaptive method tracking vehicle

400

300+

200

100

Figure 8. Energy Consumption Comparison

has proven successful in several ways. First, it provides
more space for implementation since it is built based on the
distributed network architecture that is randomly deployed,
thereby ensuring flexibility. Second, making use of the PaM
algorithm, the quality of tracking is preserved and the life
time of the sensing system is dramatically enhanced as well.
Third, the PaM algorithm is proved to be adaptive for track-
ing diverse kinds of objects with various random movement
patterns.

Our future work will focus on building motion models
of various objects. The PaM algorithm can be made more
efficient if it is provided with the precise motion models
of the specific object. In other words, the accuracy of the
prediction can be further improved. Another direction to
look at is to incorporate the identification approach, which
is used to classify multiple objects in the sensing field, into
the PaM algorithm. Thus, multiple levels of fidelity can be
provided according to the needs of applications.
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