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Abstract. In this chapter we present a surgical training system that employs some 
novel ideas on interaction between the trainee and the system. 

1   Introduction 

Laparoscopic surgery brings significant benefits into the healing process and 
therefore an increasing interest in it is observed. Great benefits over traditional 
surgery include: limited scarring, reduction in pain and recovery time, leading to a 
smaller risk of complications. Study conducted by Hansen et al. [1] shows that pa-
tients who have undergone laparoscopic appendectomy had five times fewer 
wound infections, two times shorter discharge time and fewer of them required 
narcotic analgesia. On the other hand, there is a number of downsides, for instance 
the surgeon's perception – both haptic and visual - is very limited, which extends 
the procedure time (in the open appendectomy case 40 as opposed to 63 minutes 
in laparoscopic appendectomy [1]) and the likelihood of human error. Also in-
vestment in expensive instruments and a very long training period are required.  

Surgical training should be modular, where each module should focus on the 
development of certain behaviors - knowledge-based, rule-based and skill-based. 
This chapter will focus on a system designed particularly for the skill-based be-
havior training.  

The primary skills that have to be developed during the training involve - depth 
perception, dexterity and hand-eye coordination. Traditionally, according to the 
Surgical Papyrus [2] since the times of ancient Egypt, surgical training has always 
followed the model of master and apprentice and involved mentorship in real-life 
clinical cases, where the apprentice would gain skills and experience from his 
teacher. That approach to surgical education hasn't changed significantly since an-
cient times. It is also worth noting that the training was strictly dependent on the 
availability of a patient and tied with the course of patient care [3-5].  

Since some of the surgical skills do not strictly require practicing them in a 
real-life clinical situation - it is desirable to enhance them in a safe environment, 
without any risk to patients. It is also important to note, that the operating room is 
not the best learning environment because of factors such as stress, time con-
straints and costs that have a negative impact on the learning process.  
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On the other hand, reference [6] shows, that surgical simulation has positive 
impact on improvement of psychomotoric skills, i.e. the gallbladder dissection 
procedure was 29% faster for residents trained on simulators, also accidental inju-
ries during the procedure were 5 times less frequent in that group. Similar results 
in a cholecystectomy procedure are shown in [7]. Therefore a number of surgical 
simulators, both physical-model-based and software-based, have been developed, 
all allowing the trainees to safely master the basics skillset.  

One of the first simulation devices for laparoscopic training was the Pelvi-
trainer, designed by Karl Semm in 1986 [8]. The original concept consisted of a 
transparent box, where organs were put. The box contained several holes to intro-
duce the instruments and the camera, Figure 1. The training method proposed by 
Semm was gradual: at first the trainee would only learn to use the instruments, 
without the use of the endoscope, secondly the endoscope would be introduced, 
while the trainee would be still allowed to occasionally look at the organ through 
the transparent walls of the box, and finally the box would be covered with a cloth 
to obscure vision.  

Since 1986 the concept of a pelvi-trainer has influenced many simulators and is 
currently used in many training programs.  

 

 

Fig. 1. Karl Semm’s pelvi-trainer [8] 

Semm's pelvi-trainer is a typical example of a skill-based training device that 
focuses on development of dexterity, depth perception and hand-eye coordination. 
There are several simulators that serve for knowledge- and/or behavior-based 
training as well as skill-based.  

One of the first systems built for that purpose is the Karslruhe Endoscopic Sur-
gery Trainer and the KISMET software [9, 10]. It is a complete training system 
with built in scenarios for practicing procedures like laparoscopic cholecystec-
tomy. There are several products similar to the Karslruhe Trainer, for instance the 
MISTELS system [11], or the LapMentor [12]. A lot of effort has been put in 
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those systems to reproduce details such as graphics, organ deformations and haptic 
feedback. Needless to say those systems are very expensive.  

One skill-based approach that combines a simple pelvi-trainer with a high-tech 
system is the Virtual Assistant Surgical Training (VAST) system, developed at the 
University of Arizona [13]. It is comprised of a pelvi-trainer and a computer sys-
tem. The computer, through a magnetic position sensor, collects data about the in-
strument's tip position, which is used to rate the trainee's performance in a certain 
exercise, based on time, path length and accuracy. The individual's progress can 
therefore be precisely measured and monitored.  

The approach represented by VAST is especially interesting and will serve as a 
basis for the further described training system which incrementally adds to the 
VAST trainer.  

2   Description of the System 

The purpose of the proposed system is to aid a trainee in the development of basic 
skills, as dexterity, hand-eye coordination and depth perception. The novel way of 
interaction proposed in this chapter – allows the trainee to develop the skill of 
avoiding certain regions where the appearance of an instrument might inflict dam-
age to the patient.  

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2. System outline 

2.1   System Outline 

The system resembles the VAST prototype trainer [13] and is comprised of a 
standard pelvi-trainer setting – an endoscopic camera and two instruments - and a 
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computer. The instruments have an embedded position sensor. The video output of 
the camera, as well as the position sensors, are connected to the computer, where 
additional processing occurs, as in Figure 2. There are two results of the process-
ing. First - each exercise performed by a trainee is scored, and thus the perform-
ance can be analyzed, and secondly – the trainee is optionally informed by an 
auditory signal coming from a speaker, whenever he approaches the hazardous 
area with the instruments.  

The score achieved in the exercises is calculated by the computer and based on 
the information collected from position sensors and the video camera.  

Initially, before the exercise can start, and after a new model is introduced to 
the pelvi-trainer – a 3D representation of the model is built, from images collected 
with the endoscopic camera. Secondly – a hazardous region can be selected, the 
trainee has the opportunity to see and understand where the region is on the mod-
el, so it can later be avoided, during the course of the exercise. This can be done 
individually for each exercise to introduce more difficulty into the exercises.  

Later the coordinates of the instruments obtained from the position sensors can be 
used to determine the location of the instrument in the reconstructed environment.  

The 3D structure of the viewed scene, recovered in the process of the system's 
work, is at this point not intended strictly for visualization - the trainee observes 
the image as it comes from the endoscopic camera, but rather for the purpose of 
determining the hazardous regions within the 3D model. Through fusion of the 3D 
reconstructed model and sensor data the coordinates collected from the position 
sensor located on the tip of the instrument can be used to determine it's location 
and proximity to the hazardous area. If the position sensor indicates appearance of 
the instrument in a hazardous region an auditory signal is produced and a penalty 
score applied.  

2.2   Training Model 

The training is based on simple tasks that trainees have to complete within a speci-
fied time. Several types of exercises have been proposed by others [14, 15], the 
common goal is to practice dexterity, coordination and depth perception.  

Example exercises are:  
 

• knot tying, 
• cutting and suturing, 
• picking up objects, 
• touching different points on a model. 

 
Each exercise is associated with a different physical model which is placed in 

the pelvi-trainer's box.  
The trainee's score is calculated with respect to:  
  

• elapsed time, 
• length of the path of the instrument tip, 
• accuracy. 
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It is proposed that another factor is introduced and that the score is significantly 
decreased upon hitting a hazardous region, defined at the beginning of each exer-
cise, therefore the scoring function changes from 
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The terms Hc, T and RH in equation 3 denote respectively - the coordinates of 
the center of the hazard sphere, the coordinates of the instrument’s tip and the ra-
dius of the hazard sphere.   

Such a way of scoring the trainee allows considering the events of breaching 
the no-fly zones and is an important part of the training part of the system. 

2.3   Processing 

The following section describes the method for recovering the 3D structure of the 
scene applied in the presented system, which is the initial step in the work of the 
proposed system.  

During laparoscopic procedures it is natural that after introducing the camera 
into the body, the surgeon performs a series of movements with the camera to find 
the best viewing point for performing the procedure, and also to discover any po-
tential abnormalities in the viewed organs. It is therefore natural that a video  
sequence containing images of the operating field can be obtained in that manner 
also during the training procedure and serve as a source of images for a structure 
from motion 3D geometry recovery algorithm.  

Structure from Motion 
Since the early 1980's there has been a lot of research in the field of recovering 3D 
structure from camera image sequences [16, 17]. Current state of the art algo-
rithms [18, 19] perform the task without previous camera calibration and with the 
only constraints on the image sequence that a certain number of corresponding 
feature points between frames can be established and that a sufficient baseline 
(distance between the camera locations) exists. It has been proven [18] that the 
point-correspondences, along with several constraints on the camera, can lead to a 
metric reconstruction of the imaged scene.  
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In general the reconstruction process consists of: (a) selecting potential point 
matches between the frames of the sequence, (b) estimating the 3D geometry, (c) 
refinement. Since the whole process is based on point correspondences it is very 
important that the first step is performed carefully. Therefore potential matches, 
(m,m'), are selected from a set of points, populated through a Harris' corner detec-
tion procedure [20], that contains only interest points that significantly differenti-
ate from their neighborhood and can be matched with their corresponding points 
in other views using a similarity measure, i.e. cross-correlation. It is important that 
the usage of a video sequence limits the search for matches to a certain subwin-
dow of the image, because the camera movement between the frames (baseline) is 
small and therefore feature points stay in a several-pixel range.  

After the feature matching has concluded two initial views are selected that will 
serve as a base for further sequential structure refinement. The criteria of selecting 
such views are:  a) maximization of the number of features matched between the 
views, and b) sufficient baseline between the views, so the initial 3D estimate can 
be properly performed.  

While the first criterion is easy to fulfill, based on the results of feature match-
ing, it is significantly harder to determine if a view meets the second one, which is 
especially important in images from a video sequence, where the baselines are 
usually very small.  

The simplest approach would be to limit the frame sequence and select only 
every k-th frame, where k depends on the frame rate of the video. In fact, basing 
on the constraint that the camera moves are rather smooth and slow and the im-
aged object itself remains still, it is suggested to perform such a reduction of the 
input video sequence, by reducing the frame rate to 2 frames per second. Such a 
reduction essentially decreases the computational effort involved with the feature 
point selection.  

However a robust criterion for selecting key-frames is available [21] and has 
been employed in the proposed system. 

The GRIC, Geometric Robust Information Criterion [21], criterion can be used 
to determine if the geometry between 2 views is better explained by a homography 
transformation (true for small baselines) or by the fundamental matrix (larger 
baselines). Therefore GRIC is suitable to select views which are interesting for the 
2-view reconstruction process which only deals with the fundamental matrix mod-
el. It is especially important to evaluate GRIC for image sequences obtained with 
a video camera, where baselines can be really small for consecutive frames, it is 
less significant in case of image sequences from a still-camera, where most of the 
baselines are wide enough and the fundamental matrix model scores better any-
way - as seen in Figure 4.3(a). 

GRIC is a scoring function that takes into account several factors - number n of 
inliers plus outliers, the residuals ei, standard deviation of measurement error, the 
dimension of the data r (4 for two views), number k of motion parameters (k = 7 
for F, k = 8 for H) and the dimension d of the structure (d = 3 for F, d = 2 for H). 
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After the initial two views have been selected the images may be further proc-
essed for the retrieval of the 3D geometry, next additional views are added, se-
lected in a similar manner as in the initial step. The recovery of the 3D geometry 
is based on the normalized 8-point algorithm and a triangulation method described 
in [19]. The 8-point algorithm is used to compute the fundamental matrix, F, and 
the epipoles (e,e'), from a set of point correspondences (m,m') between 2 images 
by solving (5).  

.0' =Fmm T
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The F matrix can be then used to calculate the camera matrices, (P,P'), which are 
needed for the triangulation step. 
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and linked with vector product in the following manner:  
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The F matrix is calculated using the RANSAC algorithm, proposed by Fischler 
and Bolles [22], which is less sensitive to outliers in the matched point set than the 
standard 8-point algorithms, however it has to be fed with a greater number of po-
tential matches. 

The information obtained so far is sufficient to calculate rectifying transforma-
tions for the image pairs, which further serve as input for a stereo depth matching 
algorithm that produces a dense depth map of the scene. 

 

 
Fig. 3. Rectified image pair 
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A triangular mesh of the scene is constructed using the Delaunay [23] triangu-
lation method. The mesh is used for visualization of the 3D model of the operating 
field where at this point no-fly zones can be oriented.  

 

 
 

Fig. 4. Non-interpolated depth map of the vertebra, obtained with a segmentation-based 
depth matching algorithm 

Interaction 
The interactions are based on the information about the trainee’s behavior with re-
spect to the location of no-fly zones. By using fuzzy classification of movements 
[24] the system can guide the trainee to obtain better results. The advice offered 
by the system is of the form: 

 
• your movements are too fast, 
• your movements are too imprecise, 
• your moving too close to a no-fly zone, 
 
also the system can advise the user to go to a certain exercise which is designed to 
emphasize the particular skill the system considers to be weak. 
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Fig. 5. Illustration of the concept of the simulator of the system, showing example of no-fly 
zone location and the interaction features like the no-fly zone proximity indicator 

3   Conclusions 

This chapter describes a training system which utilizes a new interaction scheme 
for the purpose of aiding in the process of training laparoscopic surgeons.  

The video sequence obtained from the laparoscopic camera is used to construct 
a 3D model of the operating field in which information about no-fly zones is em-
bedded. The locations of no-fly zones and the position of the instrument tip are 
then used to provide the interaction and guidance during training. 

Knowledge of the 3D model and geometry of the scene can be further used to 
visually augment additional information into video from the endoscopic camera. It 
is interesting to apply the augmented-reality approach to laparoscopic training and 
examine it's usability in the Operating Rooms. The presented system can serve as 
a basis for such augmented-reality trainer. 
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