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This paper proposes a new approach to simula-
tion modeling of natural systems in the context
of water quality modeling in streams affected by
point source pollution. The approach has a
potential for application to other domains of
natural resource modeling. Its conceptual basis
is knowledge-based simulation and systems
analysis. In the approach presented in this paper,
a stream or its section is viewed as a collection of
components, i.e. stream segments. The structure

of a stream is its segments and their couplings.
For each stream segment, a single constituent
model describing processes affecting the
segment’s water quality is defined. Models are
coupled in a hierarchical manner. The hierarchi-
cal, modular model specification results in a
stream model comprised of a finite number of
sub-segment models. Fundamental theoretical
concepts supporting such a specification are
described. A prototype simulation modeling
environment to support prediction of water
quality in streams has been implemented and
tested. The proposed approach differs from other
natural systems modeling frameworks in that it
offers a) modular model specification facilities, b)
high degree of model reusability, and c) support
for model selection and coupling.

Keywords: Natural systems modeling,
discrete event simulation, knowledge based
simulation modeling.

Introduction

Modeling is an inductive process used frequently in a
controlled task such as design of artifacts or in explaining the
behavior of systems. Both analysis and design facets of the
modeling enterprise can be characterized by a hierarchical
approach that requires working downwards through the
levels of specificity and synthesizing partial results into a
coherent structure called a model. A number of methodolo-

gies and modeling/simulation systems have been developed
to aid the modeling process in engineering domains [1; 10; 12;
13; 28; 29; 31; 32; 43]. However, few frameworks exist to

support modeling of natural systems.
The framework used in modeling of one type of natural

systems, i.e. water systems can be depicted as a sequence of
steps shown in Figure 1. The two parts of Figure 1-a priori
and a posteriori-indicate two possible approaches to water
quality modeling [26]. The first, identified with a priori
structural knowledge, follows a deductive reasoning ap-
proach in which one tries to deduce from an existing theory
model relationships for a given problem. The second,
identified with a posteriori empirical knowledge, follows an
inductive approach in which one tries to develop a model
from the sampled data. Ideally, these two approaches act as
complementary stages of the modeling process. One follows
all six steps with model calibration and model validation
serving as an empirical test bed for an a priori model. Yet, in
some situations characterized by difficulties in obtaining
empirical data due to a budget and/or time constraints or
preliminary scope of the analysis, the model specification
may be reduced to the a priori stage [26].

In the traditional view of modeling the behavior of natural
systems these six steps, although logically connected,
comprise separate tasks [3 - 6]. Therefore, the development of
an operational water quality model is a rather lengthy and
expensive undertaking. There is a strong need for a more
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Figure 1. Water quality modeling process (adopted from Orlob et. al. 1983, p. 13 [26]).

integrated framework for modeling of water quality and
natural systems in general that would better link the steps
leading to model development and its implementation [2; 18;
19; 21; 22].

In this article, we demonstrate how Multifaceted Modeling
and Knowledge-based Simulation [39] can integrate steps
required to model stream water quality. Our work is moti-
vated by the need to provide a more flexible - than the
existing approaches - modeling framework for simulating ,
changes in stream water quality in particular, and for
predicting the behavior of natural systems in general. For the
application domain, simulation of stream water quality has
been selected since physical and biochemical processes that
occur in streams and determine water quality are relatively
well known and knowledge about them is reasonably well
structured [7; 8 ; 18]. Yet, despite the well structured domain,
the specification of an operational model for prediction of
changes in the water quality of a stream, cannot be consid-
ered a simple and quick undertaking [2; 9; 23; 27; 34]. It still

requires a considerable amount of human expertise and other

resources (time and money). Therefore it is important to
provide an integrated modeling framework which would
help a modeler reduce time and effort required to specify an
operational water quality model pertinent to a problem at
hand.

This article is organized as follows: We first summarize the
basic tenets of Multifaceted Modeling and Knowledge-based
Simulation. Each phase of the approach is then illustrated
with an application to stream water quality modeling.
Simulation results are compared to the empirical ones. The
comparison is favorable and it demonstrates the robustness of
our modeling approach.

Multifaceted Modeling and Knowledge-based Simu-
lation

Multifacetted methodology denotes a modeling approach
which recognizes the existence of multiplicities of objectives
and models in any simulation project. It provides formal
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representation schemes that support the modeller in organiz-
ing the model construction process, in aggregating partial
models, and in specifying simulation experiments [39; 42].
Modeling objectives drive three fundamental processes in the
methodology; they facilitate the representation of models’
structures, retrieval, and manipulation of structures, the
specification of models’ behavior, and the specification of
experimental conditions under which models are evaluated
by a simulation study.

Overview

The model construction process begins with developing a
representation of system components and their variants. To
appropriately represent possible configurations of model
components, we have proposed a representation scheme
called the system entity structure (SES) [20; 39; 40]. The scheme
captures the following three relationships: decomposition,
taxonomy, and coupling. Decomposition knowledge means
that the structure has schemes for representing the manner in
which an object is decomposed into components. Taxonomic
knowledge is a representation for the kinds of variants that
are possible for an object, i.e., how it can be categorized and
subclassified. The synthesis (coupling) constraints impose a
manner in which components identified in decompositions
can be connected together. The selection constraints limit
choices of variants of objects determined by the taxonomic
relations.

Beyond this, procedural knowledge is available in the form
of production rules. They can be used to manipulate the
elements in the system domain by appropriately selecting
and synthesizing the domain’s components. This selection
and synthesis process is called pruning [17; 29; 30]. Pruning
results in a recommendation for a model composition tree, i.e.
the set of hierarchically arranged entities corresponding to
model components. A composition tree is generated from the
system entity structure by selecting a unique component for
specializations and a unique decomposition for an entity with
several decompositions.
The final step in the framework is the evaluation of models

derived from composition trees. Model behaviors can be
expressed in special formalisms depending on the problem at
hand. Typical specifications include differential equations,
finite state machine, or discrete event. Each formal model
description specifies a system and selects a class of sub-
systems by placing constraints on the possible static and
dynamic structures it encompasses. A characterization of
such constraints is given in [39; 40]. The model construction
process involves the specification of the static and dynamic
structure. Discrete Event System Specification (DEVS) [39 -
42] is a modeling formalism used for model specification in
our approach. DEVS provides a formal representation of
discrete event systems. It is closed under coupling. This
property facilitates the construction of hierarchical DEVS
network specifications.
Performance of models is evaluated through computer

simulation in the DEVS-Scheme environment [20; 31; 41; 42].
DEVS-Scheme is an object-oriented simulation shell for
modeling and design that facilitates construction of families
of models specified in the DEVS formalism. Alternative
models are evaluated with respect to experimental frames
that reflect model performance questions. Results are

compared and traded off in the presence of conflicting
criteria. This results in a ranking of models and supports
choices of alternatives best satisfying the set of modeling
objectives.

Model Structure Representation-System Entity
Structure

As a step toward a complete knowledge representation
scheme for modeling support, we have combined the
decomposition, taxonomic, and coupling relationships in a
knowledge representation scheme called the system entity
structure (SES). Knowledge representation is generally
accepted to be the key ingredient in artificial intelligence
software. Previous work [39; 40; 41 identified the need for
representing the structure and behavior of systems, in a
declarative scheme related to frame-theoretic and object-
based formalisms [42]. The elements represented are
motivated, on the one hand, by systems theory [16; 24; 25; 38]
concepts of decomposition (i.e. how a system is hierarchically
broken down into components) and coupling (i.e. how these
components may be interconnected to reconstitute the
original system). On the other hand, systems theory has not
focused on taxonomic relations, as represented for example in
frame-hierarchy knowledge representation schemes. In the
SES scheme, such representation concerns the admissible
variants of components in decompositions and the further
specializations of such variants.
A system entity structure is a labeled tree. Nodes of the

tree are classified as entities, aspects, specializations, and
multiple decompositions. Variables can be attached to nodes.
They are called attached variables types. An entity signifies a
conceptual part of the system being represented by the entity
structure. An aspect is a mode of decomposing an entity. A
specialization is a mode of classifying an entity. An entity may
have several specializations (and/or decompositions); each
specialization (decomposition) may have several entities. The
original entity is called a general type relative to the entities of
a specialization. The entities of a specialization are called
specialized types. Since each entity may have several
specializations, a hierarchical structure called taxonomy
results. A multiple decomposition is a means of representing
varying number of entities. An attached variable type is an
attribute of an object represented by the entity with which the
variable type is associated.

Figure 2 depicts a high level view of the entity structure for
stream water quality modeling. The root entity, named
&dquo;Stream Water Quality Model&dquo;, denotes the model of a river
basin or a section of it. It has one attached variable &dquo;model
constituent&dquo; whose legal values are: algal, BOD-DO (bio-
chemical oxygen demand--dissolved oxygen deficit),
nitrogen, phosphorous, and thermal. Each value of the
&dquo;model constituent&dquo; variable acts as a pointer to one of the
five specialized entities: &dquo;Algal Constituent Model&dquo;, &dquo;BOD-
DO Constituent Model&dquo;, &dquo;Nitrogen Constituent Model&dquo;,
&dquo;Phosphorus Constituent Model&dquo;, and &dquo;Thermal Constituent
Model&dquo;. The specialized entities are in turn decomposed
along a segmentation aspect into k-entities corresponding to
abstract atomic segment-models. The segmentation aspect
represents topological, hydrological, geomorphic, and
biological criteria upon which a river or its section is divided
into segments. The number of entities representing abstract
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Figure 2. Abstract model of stream segment.

segment-models is a variable element in the presented entity
structure. The number (k) has to be assigned by a user for
each particular case, that is, for each modeled river or its
section. The segment assignment is based upon segmentation
criteria [18].
Each of the k-entities representing abstract atomic segment-

models can be specialized into an entity denoting a constitu-
ent-specific type of atomic segment-model, for example, algal
segment-model, BOD-DO segment model, etc. A variable
&dquo;discharged effluent treatment&dquo; attached to the &dquo;BOD-DO
segment model&dquo; entity can receive the values: none, mechani-
cal, biological.
The system entity structure organizes a variety of system

decompositions and, consequently, a variety of model
constructions. Its generative capability facilitates convenient
definition and representation of models and their attributes at
multiple levels of aggregation and abstraction. More complete
discussions of the system entity structure and its associated
structure transformations are presented in [28; 30; 31; 32; 39].

Rule-based System Entity Structure Pruning
In Multifacetted Modeling, a model is synthesized from

components stored in the model base. A synthesis specifica-
tion is the result of pruning a substructure from the system
entity structure. Pruning results in a model structure
candidate for a best match to the set of modeling objectives. It t

can be viewed as a search through the space of candidate
solutions to the problem. Production rules represent the
knowledge consisting of modeling objectives, coupling
constraints, user’s requirements and performance expecta-
tions. The aim of pruning is to recommend plausible
candidates for an optimal solution to the problem (with
respect to the requirements and constraints). More detail can
be found in [17; 20; 30].
The following steps are required to provide the rules that

guide pruning of the system entity structure: 1) for each
specialization, specify a set of rules for selecting an entity;
2) for an entity with several aspects, specify rules for selecting
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a unique aspect; 3) for each aspect specify rules that ensure
that the entities selected from specializations are configurable,
i.e. the components they represent can be validly coupled.
The above rule sets constitute a knowledge base for the
inference engine that prunes a system entity structure for a
particular application domain. Pruning generates a model
composition tree, i.e. a structure that contains all the informa-
tion needed to synthesize a model in a hierarchical fashion
from its atomic model components. To support the model
construction process, we have available a set of software tools
that are currently being integrated on AI workstations and
PCs. An expert system shell MODSYN (MODel SYNthesizer)
[17; 30] to generate model structures was developed and
implemented.

DEVS-Scheme Modeling and Simulation
Environment

DEVS-Scheme is a simulation environment that synthesizes
simulation models from a composition tree specification [39].
It thus serves as the modeling and simulation layer underpin-
ning the multifacetted methodology. In this article, we can
only provide a brief review of the DEVS (Discrete Event
System Specification Formalism) and its implementation in
DEVS-Scheme. More detail is available in [20; 39; 42].
The Discrete Event System Specification (DEVS) formalism

introduced by Zeigler [39] provides a means of specifying a
mathematical object called a system. Basically, a system has a
time base, inputs, states, outputs, and functions for determin-
ing next states and outputs given current states and inputs.
The insight provided by the DEVS formalism is in the simple
way that characterizes how discrete event simulation

languages specify discrete event system parameters. Having
this abstraction, it is possible to design new simulation
languages with sound semantics that is easier to understand.
DEVS-Scheme, an implementation of the DEVS formalism

in Scheme (a Lisp dialect), supports building models in a
hierarchical, modular manner. This is a systems oriented
approach not possible in popular commercial simulation
languages such as Simscript, Simula, GASP, SLAM and
Siman (all of which are discrete event based) or CSMP and
ACSL (which are for continuous models).

Basic Models

In the DEVS formalism, one must specify: 1) basic models
from which larger ones are built, and 2) how these models are
connected together in hierarchical fashion. In this formalism
basic models are defined by the structure:

where: X is the set of external input event types, S is the
sequential state set, Y is the set of external event types
generated as output, 6. (8~) is the internal (external)
transition function dictating state transitions due to internal
(external input) events, airs the output function generating
external events at the output, and ta is the time-advance
function. Rather than reproduce the full mathematical
definition here [39), we proceed to describe how it is realized
inDEVS-Scheme.

To specify modular discrete event models requires that we
adopt a different view than that fostered by traditional
simulation languages. As with modular specification in
general, we must view a model as possessing input and
output ports through which all interaction with the environ-
ment is mediated. In the discrete event case, events deter-
mine values appearing on such ports. More specifically,
when external events, arising outside the model, are received
on its input ports, the model description must determine how
it responds to them. Also, internal events arising within the
model change its state, as well as manifest themselves as
events on the output ports to be transmitted to other model
components.
A basic model contains the following information:

~ the set of input ports through which external events are
received

~ the set of output ports through which external events are
sent

~ the set of state variables and parameters
~ the time advance function which controls the timing of

internal transitions
~ the internal transition function which specifies to which

next state the system will transit after the time given by
the time advance function has elapsed

~ the external transition function which specifies how the
system changes state when an input is received; the next
state is computed on the basis of the present state, the
input port and value of the external event, and the time
that had elapsed in the current state.

~ the output function which generates an external output t
just before an internal transition takes place.

Coupled Models
Basic models may be coupled in the DEVS formalism to

form a multi-component model which is defined by the
structure:

where:
’ 

D: is a set of component names;
for each i in D,

Me : is a component basic model
7 : is a set, the influencees of i

and for each j in 1~,
Z. : is a function, the i-to-j output translation
Sfi ECT : is a function, the tie-breaking selector.

Multi-component models are implemented in DEVS-
Scheme as coupled models. A coupled model, tells how to
couple (connect) several component models together to form
a new model. This latter model can itself be employed as a
component in a larger coupled model, thus giving rise to
hierarchical construction. A coupled model contains the
following information:

~ the set of components
~ for each components, its influencees
~ the set of input ports through which external events are

received
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· the set of output ports through which external events are
sent

The coupling specification consists of:

~ the external input coupling which connects the input
ports of the coupled model to one or more of the input
ports of the components

~ the external output coupling which connects output
ports of components to output ports of the coupled
model

~ the internal coupling which connects output ports of
components to input ports of other components

~ the select function which embodies the rules employed
to choose which of the imminent components (those
having the minimum time of next event) is allowed to
carry out its next event.

A multi-component model DN can be expressed as an
equivalent basic model in the DEVS formalism [39]. Such a
basic model can itself be employed in a larger multi-compo-
nent model. This shows that the formalism is closed under

coupling as required for hierarchical model construction.

Model Construction-Summary
We begin model construction process by conceptualizing

decompositions and specializations of components of the
system being modeled. To do this, we use system entity
structuring tools. We utilize the system entity structure base
as a repository of previous modeling experience. Thus, we
may retrieve an entity structure from this base which is
applicable to the modeling domain at hand. Such an entity
structure is modified and enhanced with entities required in
the new project. Models associated with new atomic entities
must be developed and placed in the model base.
A rule base is developed and used in the pruning process.

The pruning engine generates model composition trees. For
each component atomic model represented by the tip node of
the composition tree, DEVS specification is defined.
To carry out a simulation experiment, we specify an

experimental frame, i.e. the set of circumstances under which
we observe the behavior of the model. This is accomplished
by defining DEVS-Scheme components that: a.) generate
input stimuli to the model, i.e., discrete event input segments;
b.) observe model output; and c.) control the simulation
experiment by observing model variables. A detailed
presentation of the experimental frame concepts is given in
[28; 29; 39; 42].
The above framework is now illustrated in a natural system

modeling example, namely, in simulation modeling of stream
water quality.

System-Analytical Specification of Stream for
Discrete Event Simulation Modeling

In systems analysis terms, the system under study, a
stream or a section of a stream, can be viewed as a collection
of component stream segments [35; 36]. Such a collection can
be abstracted as a set S and its components as ( sl, s2, s3, ..., sk
}, where s # sk and i , j E (1, 2, 3,..., k ). A structure of the
studied system can be represented by the set S and a coupling

of its components [35; 36]. A coupling of the system compo-
nents can be defined as a structure:

where in the case of a non-branching, single stream:

11 is a set of influencees of S components, i E (1, 2, 3,..., k),
1 E (1, 2, 3, ..., k ), M~ is a mapping function that connects the
s I -1 component with the s, component.

In a more general case of a branching stream channel, M~ is
a mapping function that connects multiple s influencees,
where j < i , with the s ~ component. 

1

A coupling scheme can be defined by a pair of sets
< 1~ , M ~ > . The scheme for coupling system components can
also be perceived as a non-branching network representing
interconnections of stand alone elements to form a higher
level system. A non-branching network is an appropriate
model for the coupling scheme of stream segments.
A single component of the system under study - a

segment s ~ - can be analyzed in a similar way as the stream;
its structure can be considered as consisting of sub-segment-
components and their coupling scheme. Such a system
decomposition (coupling scheme and component specifica-
tion) can continue to some finite level as determined by the
scale of analysis. Consequently, one creates a hierarchical
system specification. Consider a hierarchical specification of
a stream system with one decomposition. In such case, the
segment component S is the terminal component of the
system under study. A convenient way of representing a
stream segment is through its model. The concept of model is
understood here as a mathematical representation of a system
(or system’s component) intended to emulate its responses to
input stimuli. The mathematical representation of a system is
also its abstraction intended to provide a less complex
representation of the system structure.

For our analysis, a sufficiently general model of a stream
segment can be defined as the following structure:

where:

X is the set of inputs,
Y is the set of outputs,
S is the set of internal states,
6 is the transition function, and
A is the output function.

A model described by the structure &dquo;A&dquo; represents an open
system since it maintains flows (inputs and outputs) across its
boundary as depicted in Figure 3. The input set X, where X =
(x 1, xz , x3, ... , XII) and E R, represents the part of the
interface through which the environment communicates with
the system. They elements of X are the river characteristics
downstream from a given segment. Conversely, the
output set Y, where Y = (y 1, yZ , y3 , ... , y n ) and
Y I E R, represents the part of the interface through which
the system communicates with the environment.
The inputs are mapped into system internal states repre-

sented by state variables, by the transition function:
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Figure 3. Abstract model of stream segment.

and transferred outside the model by an output function:

X : S - Y

The model &dquo;A&dquo; can be called atomic to indicate that it is not
further decomposed. In the system under study, the elements
of X and Y can be, for example, river flow volume, tributary
flow volume, sewage inflow volume, values of water quality
indicators, and parameters describing the level of bio-
chemical reactions in the stream water. Transition of X into S
can be expressed in the form of a differential equation which
returns the output Y.
At the higher level of system specification one can consider

a number of atomic models described by the A structure,
coupled into the non-branching network of stream segment
models as illustrated in Figure 4. Such a network forms a
coupled model C which consists of atomic models. Linking
of atomic models is realized by the interface mapping
function. At the next higher level of system specification, one
can consider a number of coupled models, where each model
represents a stream component of a river basin, aggregated
into a hierarchically coupled model. Such a model represents
a branching network of a river basin (Figure 5).
The coupled model of a system can be defined as a structure:

Figure 4. Network structure of the coupled model C
representing a single, non-branching stream (circles
symbolize the interface mappings).

where:

X is the set of input sets, X E X,
Y is the set of output sets, Y E Y,
M is a set of models, where models can be of atomic type,
A,A E A,
and of coupled type C, C E C,
J is the interface mapping function. 

’

Figure 5. Coupled model C representing a tree structure of the
branching network of a river basin.

The role of the mapping function 0 is to translate outputs
into inputs (interpreted as flows from one segment to the
next).

System Entity Structure Specification of Stream Water
Quality Models
The entity structure for a single-constituent water quality

model represents a model space from which alternative
configurations of a single-constituent stream water quality
model can be derived. A prototype of the entity structure tree
for the stream water quality model is presented in Figure 6.
The root entity-named &dquo;Stream Water Quality Model&dquo;-
denotes a single-constituent model of a river basin or a
section of it. It is specialized into five entities: &dquo;Algal
Constituent Model&dquo;, &dquo;DOD-DO Constituent Model&dquo;,
’Nitrogen Constituent Model&dquo;, &dquo;Phosphorus Constituent
Model&dquo;, and &dquo;Thermal Constituent Model&dquo;.
Each specialized entity has the attached variable number of

segment models which, together with the multiple specializa-
tion, represent the number of segments partitioning upon the
segmentation criteria (topological, hydrological, geomorphic,
and biological) for a given stream, and the number of single-
segment, single-constituent models.
Each of the five entities can be specialized into subentities

denoting a constituent-specific type of atomic segment-
model. In this paper, only the subentities resulting from the
specialization of the &dquo;BOD-DO Constituent Model&dquo; entity are
further specialized. This is sufficient to demonstrate the validity
of the proposed entity structure for the entire modeling domain.
The entity &dquo;BOD-DO Constituent Model&dquo; representing a BOD-
DO model type is specialized into two entities: &dquo;carbonaceous
BOD-DO models&dquo; denoting those BOD-DO models which take
into account only the carbonaceous oxidation of the organic
matter contained in the discharged sewage, and &dquo;carbonaceous
and nitrogenous BOD-DO models&dquo; representing those BOD-DO
models which account for the carbonaceous and nitrogenous
oxidation of organic waste components. A variable &dquo;discharged
effluent treatment&dquo; attached to the &dquo;BOD-DO Constituent
Model&dquo; entity can receive the values: none, mechanical,
biological. These values play the role of pointers to two special-
ized entities &dquo;carbonaceous BOD-DO models&dquo; and &dquo;carbon-
aceous and nitrogenous BOD-DO models&dquo;. The &dquo;carbonaceous
BOD-DO models&dquo; entity is further specialized into a segment-
specific atomic model. Similarly, the &dquo;carbonaceous and
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Figure 6. System entity structure for single constituent stream water quality models.

nitrogenous BOD-DO models&dquo; entity is specialized into a
segment-specific atomic model representing carbonaceous-
nitrogenous BOD-DO atomic segment-model.
The entities depicted in the entity structure tree represent

component modeling knowledge at the conceptual level.
The equivalents of the leaf entities (lower-level entities) at the
computer implementation level are stored in the model base

and are called atomic models. They are the primitives from
which the model description of a system is assembled. The
atomic models can be expressed in a special formalism
depending on the problem at hand. Typical specifications
include differential equations, finite difference equations, or
discrete event system specification. In the proposed approach
to stream water quality modeling, we employ the discrete
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event specification of atomic models based on DEVS [39].
The DEVS-formulated atomic models are retrieved from the
model base as the leaf entities of the composition tree.
Linking of the retrieved atomic models into a system model is
accomplished through coupling and is guided by constraints.

Pruning of the System Entity Structure for Stream
Water Quality Modeling

In order to choose an appropriate atomic segment-model
for each given segment, we employ rule based pruning. The
following attributes expressed by attached variables (see
Figure 6) are used in this process:

- discharged effluent treatment,
- turbidity,
- suspended solids concentration,
- benthic deposits,
- algal and plant growth.

The five attached variables can take on the following
values:

- discharged effluent treatment:
< none, mechanical, biological >,

- turbidity: < low, high >,
- suspended solids concentration: < low, high >,
- benthic deposits: < low, medium, high >,
- algal and plant growth: < low, medium, high > .

The set of categorical values assigned to each attached
variable consists of collapsed - classified continuous
measures. These categorical values are a special case of
ordinal values. The number of allowed variable values is

kept intentionally low in order to reduce the overlapping
character of qualitative values. The price paid for it is a
partial coverage of the observable level range of the attached
variables.
The heuristics involving the combinations of values

received by the attached variables can be conveniently
expressed in production rules. Production rules comprising the
rule base of the model management system prototype are
used for pruning of the entity structure tree. Typical pruning
rules can be specified as follows:

Rule ~‘ 1:
IF discherged effluent treatment = none OR

discharged effluent treatment = mechanicel
THEN BOD-DO segment-model = carbonaceous BOD-DO model l

Rule ~2.
IF BOD-DO segment model = carboneceous BOD-DO model AND

turbidity = 1ow AND
concentration of suspended solids = high AND
benthic deposits = high AND
elgel and plant growth = high h ,

THEN recommended atomic segment-model = &dquo;2-SP&dquo; 
,

An example of the result of such pruning - a composition
tree for the entity &dquo;1 seg. model&dquo; - is depicted in Figure 7.

Pruning of the entity structure tree with respect to &dquo;1 seg.
model&dquo; entity is presented in Figure 7 in two consecutive
steps. In the first step, depicted on the left side of the figure,
specializations remain with singular entities in each special-
ization. In the second step, (the right side of the figure)
specializations are removed resulting in the composition tree.
In removing specializations, the terminal entity &dquo;2-SP&dquo; (a
reference to 2-SP model) replaces first the &dquo;carbonaceous
BOD-DO model&dquo; entity and then the &dquo;BOD-DO segment
model&dquo; entity. The &dquo;BOD-DO constituent model&dquo; replaces
&dquo;Stream Water Quality Model&dquo; forming the &dquo;BOD-DO
Stream Water Quality Model&dquo; root entity.

After repeating the pruning operation k-1 times we assign a
specific atomic-model for each of the k segments. A model
corresponding to the root entity in Figure 7 (the BOD-DO
Stream Water Quality Model) is derived by coupling atomic
segment-models represented in the composition tree. This
step is called model synthesis. In our framework, the model
synthesis process is carried out according to the coupling
scheme presented in Figure 8.

Entities &dquo;I seg. mode&dquo;, &dquo;2 seg. model&dquo;,...,&dquo;k seg. model&dquo;
serve as aliases which are replaced by specific atomic
segment-model templates from the model base. The coupling
scheme for the SWQM root entity is consistent with the
coupled model specification. Model synthesis results in a
coupled model of the given stream (or its section) which is
simulated in DEVS-Scheme.

Implementation
The entity structure tree for modeling of stream water

quality was implemented in the DEVS-Scheme software
environment [18]. The DEVS model definition is compatible
with the network specification of the model of a stream or its
section presented before. Hence, an atomic segment-model
template employed to calculate values of water quality
indicators for the given segment is a discrete event model
specified as follows:

~ X is the set of constituent values and parameters charac
terizing the sewage effluent and the quality of upstream
water entering a segment (as well as values of bio-
chemical reaction rates pertinent for the segment)

~ S is the set consisting of two states: active - when the
model is engaged in calculations upon receiving anexter
nal input x, and passive - after the results have been
transferred to the next contiguous, as defined by the
coupling scheme of Figure 8, atomic segment-model and
the next external input has not yet arrived

· Ô I1Ù changes the active state to the passive state after an
output event has occurred

~ 8~ calculates constituent values for the set of spatially
oriented (along the longitudinal dimension of the water
flow) points inside of the segment, upon receiving the
initial constituent values

~ ta advances the time for which a model is allowed to stay
in an active state without an occurrence of an external

input event .

DEVS is closed under coupling. Thus, the coupled model
of a steam or its section consisting of the DEVS atomic
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Figure 7. Pruning stream water quality model entity structure with respect to &dquo;I seg. model&dquo; entity.

Figure 8. Coupling scheme for stream water quality models
(SWQM).

segment-models is also a DEVS model. Figure 9 presents the
DEVS-Scheme implementation of the entity structure tree
depicted in Figure 7.

Pruning was performed with respect to the BOD-DO
Constituent Model. Comparing Figure 9 with Figure 7 one
can notice some differences between the conceptual represen-
tation (Figure 7) and its implementation (Figure 9). In the
DEVS-Scheme implementation of the pruned entity structure
tree the root entity &dquo;SWQM Simulator&dquo; is decomposed into

&dquo;BOD-DO constituent-model&dquo; and &dquo;experimental frame&dquo;
entities. The &dquo;BOD-DO constituent model&dquo; entity is further
decomposed into two enti ties representing atomic segment-
models : &dquo;carbonaceous BOD-DO models&dquo;, &dquo;carbonaceous
and nitrogenous BOD-DO models&dquo;, and a model coordinator
labeled as &dquo;coordinator&dquo;. The multiple decomposition of the
entities carbonaceous and nitrogenous BOD-DO models
represents the multiple instances of both models. The
experimental frame consists of an input segment generator
and output transducer.
The entity &dquo;coordinator&dquo; in Figure 9 represents an atomic

model whose function is to coordinate a sequence of inputs
and outputs of the atomic segment-models during the
simulation. The function of the model coordinator is depicted
in Figure 10.
The coordinator receives input values from the generator.

The input values represent various conditions of water
quality, upstream from the first segment of the given stream
or its section, expressed by dissolved oxygen deficit (DOD)
and bio-chemical oxygen demand (BOD). The input value
pairs (DOD, BOD) are transmitted from the coordinator
through the output port X1 to the first segment-model’s input t
port &dquo;in&dquo;. Values of DOD and BOD, for the endpoint of the
first segment, are then calculated by an atomic segment-
model selected for the &dquo;1 seg. model&dquo;. Subsequently, the
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Figure 9. Composition tree underlying DEVS-scheme simulator of
SWQM.

Figure 10. Specification of model coordinator.

calculated (DOD,BOD) pair is sent out of the&dquo;1 seg. model&dquo;
through the port &dquo;out&dquo; and received by the coordinator on the
input port &dquo;Yl&dquo;. The coordinator transmits the pair of values
(DOD,BOD) to the next segment-model, &dquo;2 seg. model&dquo;,
through the output port ’0(2&dquo; and simultaneously sends it to
a log-file on the disk. The process continues until the last pair
(DOD,BOD) is calculated for the endpoint of the last k-th
segment. The last value pair (DOD,BOD) is sent to a file and
also to the transducer - a component of the experimental
frame.

Simulation Results

Preliminary simulation tests were run to assess the
performance of a DEVS-Scheme based specification for
stream water quality models. A 222 km long section of the
Warta River, the main tributary of Odra River and the third
largest river in Poland, was used for the test. The river
section was divided into six segments ranging in length from
22.5 km to 68 km [ 18]. This division was based on hydrologic,
geomorphic, and biologic criteria such as point of waste
discharge, point of abrupt change in flow conditions, area of
noticeable change in biological conditions (e.g. water plant or
algal growth, benthic deposits).
The simulation was run for the initial value pair BOD =17

[g/m 3 ] and DOD = 8 [g/m 3 ] , reflecting the average water
quality conditions for the summer period, upstream from the
first segment of the section. The initial BOD and DOD values
reflect the high level of water pollution in the river. The
results of the simulation runs were then compared with the

observed values of water quality indicators and values
obtained by simulating a traditionally specified single-
constituent model [18]. The results are presented in Table 1
and are graphically illustrated in Figure 11. The maximum
error for a stream segment for BOD was slightly over - 8%,
while the cumulative error across all segments for BOD was
- 4.6%. Respective values for DOD were - 2.4% and +1 %.
These results, however preliminary, suggest that a DEVS-
Scheme hierarchical and modular model specification is a
robust approach to modeling and simulation of stream water
quality.

Table 1. Calculated and Observed Values of BOD and DOD for the
Set of Calibrated Rates.

Conclusions

The focus of this paper has been a framework for modeling
support of stream water quality prediction. Pivotal to the
approach presented here are the concepts of hierarchically
specified models. Models may have several submodels
represented and managed by the system entity structure. The
entity structure in which all components are encoded in the
form of discrete event models constitutes a modeling
knowledge representation scheme. The goal-driven pruning
of the structure is the basis for model selection and composi-
tion.
The approach described in this paper differs from other

techniques presented in the literature [2 - 6] , [11; 14; 26] .
Conventional stream water quality modeling focuses on the
development of mathematical models. Models are usually
large, comprehensive, multiconstituent and multiple equation
mathematical structures accounting for detailed processes
influencing surface water quality. If properly calibrated, they
can produce very accurate predictions of changes in water
quality, and serve as short-, medium-, and long-term
planning and management tools. However, such models
require much input data which can be time-consuming and
expensive to gather. Moreover, the data input into to the
model and the interpretation of the output results can be
cumbersome and difficult for a novice user. Our premise is
that instead of centering a computer-aided modeling system
around one large, multiconstituent water quality model, it is
advantageous to create a model base containing atomic
models reflecting basic components of the domain. The base,
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Figure 11. Comparison of simulated and observed results.

rules for model selection, and procedures for model coupling
constitute the core of a rapid modeling environment in which
a case-specific model can be promptly built.
The potential application areas of our framework include:

a) water quality planning at the regional scale where a large
number of streams modeled would make the use of input
demanding models very expensive; and, b) long-term
regional and local water quality policy making where the
charting of trends in water quality does not require highly
accurate predictions.
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