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ABSTRACT

This article presents a framework for generating model
structures with respect to a set of constraints and
model | ing requirements., The framework is based on
multifacetted model l1ing and artificial intelligence
concepts. Two know [edge representations, the system
entity structure and the production rule formalism are
incorporated into an automatic procedure for
generating model configurations. The procedure Is
implemented in the Turbo Prolog environment, A simple
case study based on a Jocal area network (LAN}
model | ing problem 1s discussed to 1l lustrate +he
conceptual framework.

BACKGROUND

The concepts of model development presented here are
derived from multifacetted modelling methodology
(Zeigler, 1984). Myl tifacetted methodology denotes a
model | ing approach which recognizes the existence of
multiplicities of objectives and models in any
simulation project. |t provides formal representation
schemes that support the modeller in organizing the
model construction process, aggregating partial
models, and in specifying simulation experiments
(Zelgler, 1984),

The key concept underlying structuring of models,
their organization, and specification of simulation
experiments (experimental frames) is the system entity
structure (Zeigler, 1984). The system entity structure
Is based on a free~!like graph that encompasses the
boundaries, decompositions and taxonomic relationships
that have been perceived for the system being
model led. An entity signifies a conceptual part of the
system which has been identified as a component in one
or more decompositions, Each such decomposition is
called an aspect. Thus entities and aspects are
thought of as components and decompositions,
respectively. In addition to decompositions, there are
relations termed specializations. A specialization
refation facil itates representation of variants for an
entity. Called special ized entities, such variants
inherit properties of an entity to which they are
related by the specialization relation.

Entities have attributes represented by the attached
variable types. When a variable type V is attached to
an entity E, this signifies that a variablte L.E may be
used to describe a proper+ty of the entity E.

Aspects can have coupling constraints attached to
them. Coupling constraints restrict the way in which
components (represented by entities) identified in
decompositions (represented by aspects) can be joined
together.,

in addition to coupiing constraints,
selection constraints

there are
In the system entity structure.
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Selection constraints are associated with
special izations of an entity. They restrict the way in
which its subentities may replace it in the process of
model construction (Rozenbl it et. al., 1986),

The other fundamental concept underlying the
multifacetted framework is the experimental frame
(Zeigler, 1984). Briefly, an experimental frame
defines a set of input, control, output, and summary
variables, and Input and control trajectories. These
objects specify conditions under which a model can be
observed and experimented with.

The experimental frame concept has been general ized by
Rozenb! !t and Zeigler (1985, 1986, 1987) who
introduced the generic experimental frame definition.
A generic experimental frame consists of Input,
output, and summary generic variable types. The
variable types express performance indices associated
with a gliven modelling objective. The model ler should
proceed as follows in order to define a generic frame:
first he shou!d identify model|ling objectives. With
each objective he should specify performance indices
that will provide measures of the objective
real ization by the simulation model. In the next
phase, a set of generic variable types that will allow
the model ler to obtain the performance indices should
be defined. These variables specify a generic frame.
The reader is referred to (Rozenblit and Zeigler,
1985, 1987; Rozenbl it et.al., 1986) for examples of
generic frame definitions.

Given the system entity structure the modeller has a
choice of a number of model alternatives. This is due
to the multiplicity of aspects and specializations.
Thus, we require that the model ler have procedures for
generating model structures pertaining to the
model ling objectives. Such structures should be
selected from The system entity structure.

In our previous research we have developed algorithms
that prune the system entity structure with respect to
a generic experimental frame (Rozenbl i+, 1986),
Seneric frames represent behavioral (performance)
aspects of the modelling objectives. Therefore it is
natural to seek substructures of the system entity
structure that possess attributes expressed in a
generic experimental frame. |f such substructures are
found then we can say that models constructed from
them realize the model[ing objective expressed by the
generic frame.

The search process for the substructures that realize
a generic frame proceeds as follows: every entity in
each aspect of the system entity structure is searched
for occurrences of variable types present in the
generic frame. The entities whose attached variable
types match those in the generic frame are used to
build the model composition tree (Zeigler, 1984). The
model composition free is a basis for hierarchical
mode| development. Whenever there is a special ization,
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a choice of a unique entity must be made. In fhis
paper we focus on +the process +that employs the
production rule formalism Yo support automatic
selection of entities from taxcnomic relationships and
synthesis of structures underlying the simulation
models. We term this process constraint-driven system
entity structure pruning.

The process consists in specifying the system entity
structure for a given modelling problem. Then, a
knowledge base that contains rules for selection and
configuration of the entities is constructed. The
rules are derived from both the requirements of the
proJect and its constraints. Also, the knowledge
acquisition process soliciting retevant information
from experts in a given problem domain Is employed to
define the rules.

The model ler invokes the Inference engine which,
through a series of queries based on the constraint
rules, aliows him/her to consuit on an appropriate
structure for the modelling problem at hand.

RULE=BASED MODF! STRUCTURE SYNTHESIS

We now proceed to describe the system we have
developed to automatically generate model structures.
The system whose architecture is depicted in Figure 1
consists of a know!edge base and an inferencing shell
that generates recommendations for model structure
synthesis.

Know]edge Base Construction

The process of knowledge base construction begins with
setting up the system entity structure for the model
being constructed. At the present time we use
previousiy developed tools for entity structuring
(ESP4 - Entity Structuring Program (Zeigler et. al.,
1980)). The system entity structure is a basis for
what we term a conceptual petwork. This is a
declarative representation of modelling domain
objects.

From the standpoint of problem—-solving processes,
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model structure generation can be interpreted as a
search through a space of solution states. Mew "model
states" evolve through a process of analysis,
synthesis, evaluation, and regeneration. The
production rule formal ism serves as a basis for our
model generation framework.

There are several advantages to using the production
rule scheme: a.) the conversion of knowledge into a
rigid formalism resuits in easy checking of
uniformity; b.) each production rule represents a
small, Independent piece of knowledge this
facilitates modularity; c.) rigid syntax affords the
convenience of checking consistency; d.) it is easy to

furnish explanation facilities (Winston, 1984;
Nitsson, 1980),
!'n our system, the production rule formalism is used

to express model |l ing objectives and constralnts. In
the detailed LAN example, we shall show how the
constraints are represented in rule sets.

To prune the system entity structure,
following rule sets:

we generate the

Selection rule set: each selection rule stands for a
choice of an entity in a specialization.

ORIGINAL
GOAL %

SYN:
SEL:

synthesis module
selection module

Synthesis
applied to the entity structure,

is ru.e set: after selection rules have been
syntheslis rules
ensure proper configuration of the selected entities.
They also coordinate the actions of the selection
rules. Certalnty factors are ara empioyed to indicate
the applicabillty of the rules.

The constraint rule base

is built according the
guidelines given below:

Phase 1: Selection Rules

a.) attached variabtes of an entity are treated as
objects. They are included in the premise parts of the
rules. Their legal values are indicated according to
the expertise acquired from the model ler (or another
expert),

b.) conclusion parts of the rules contaln the
special ized entities of the entity from step a. |f
needed, certainty factors are assigned to each rule.

¢.) for another entity in the same aspect step a is
repeated.

d.) steps a, b, ¢, are repeated until every aspect
has been assigned rules.
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Figure 2. System's Inferencing Scheme
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Phase 2: Synthesis Rules

a.) compatiblie objects from conciusion parts of the
selection rules are included in the premise parts

b.) recommendations are given for the above objects in
the concluslion parts of the rule.

Selection rules are associated with the entities
whereas the synthesis rules are attfached to the
aspects of the domain entity structure. Each rule set
can be regarded as a module. Therefore the entire rule
base is consfructed in a hierarchical manner imposed
by the entity structure. We believe such a
hierarchical structure is necessary to increase the
efficiency of pruning In systems with a ltarge number
of rules.

Rule Syntax

In order to reduce the number of {inks between modules
in the hierarchically organized rule base, we allow
for multiple actions (conclusions) In the rule syntax.
To reduce the number of moduies, we connect the
premises with the logical "or" or "and". The template
rufe syntax has the following form:

if object_attribute_l
object_attribute 2

PAraS

value_1 and/or
value_ 2 and/or

s

object_attribute_n

vatue_n

value_1 (cfl) and
value_2 (cf2) and

then conclusion_i
conclusion_2

where cfl,cf2,..., are certainty factors whose values

range from 0 which stands for no recommendation, to 1
which denotes a sfrong recommendation.

Inference Engine Design

The system's shell has been implemented in Turbo

Prolog and runs on IBM PC compatible machines. The
inference engine uses the strategy of "generate and
test", i.e., it takes the Initial data from the user
and the hypothesis generated by the knowledge base tfo
prune the search space tree. In other words, the
engine attempts to match the data with the information
contained in the knowledge base. If the data match,
the engine climbs up the tree, trying to prove the
next hypotheslis, as shown in Figure 2. We use aspect
ordering in order to eliminate aspects not desirable
in the model we are constructing, and specialization-
oriented pruning to select unique entities for the
model composition trees.

For details, concerning the inferencing mechanism we
refer the reader to Huang (1987),

User Interface

We use multiple windows In the user interface. There
are two basic windows: entity structure display and
consul tation display. The former is In the form of a
tree which can be perused in any manner. The latter is
a menu~driven window.

The values of objects' attributes are retrieved from
the constraint rule base automatically. Besides the
values, other terms such as UNKNOWN, WHAT, WHY are
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fncluded in the menu. They provide explanation
facilities as to what fact has been determined and
what is the trace of rutes that have been used.

The system is still at the development phase. We are
currently improving the user interface and designing a
procedure that will automatically 1ink the knowledge
base and the shel | with the entity structuring tool.

Having provided a brief description of the model
structure generating system, we now proceed to
iltustrate its operation on a simpie exampie from the
area of local area network model|ing.

EXAMPLE: GENERATING A LAN MOQDEL STRUCTURE

in our previous work (Rozenbiit et.al., 1986, Sevinc,
1986) we have used local area networks to verify our
theoretical results concerning knowledge~based
model |l ing and simulation. Here, we present a simple
example Illustrating the Ideas presented in the
foregoing sections.

The entity structure shown in Figure 3 presents a
family of possible structures for a model of a local
area network. The number of choices are given by the
specialization relations. For example, one might
select a model with a bus topology, optical fiber, or
coaxial cable transmission medium.

In our example, the entity LAN has two aspects:
functional partition and medium access control, and
one topology specialization. Furthermore, entities
fdentified in those aspects are classified into more
special ized objects e.g., transmission medium in
functional partition specializes into a coaxial cable,
optical fiber, and twisted pair. Each object of the
LAN conceptual network has attributes. They are
preceeded by the symbol "-", as shown in Figure 3.

The structuring of the system is the first step in our
framework. The next step is the construction of the
knowledge base. We have defined the selection and
synthesis rules on the basis of consultations with LAN
expert designers and |iterature studies (Fritz et.al.,
1985; Hawe et.al., 1984; Hutchinson et. al., 1985;
Madron, 1984; Stallings, 1984; Tannenbaum, 1981). We
have assumed |l egal values for attributes to be high,
medium, and iow. Certainty factors have been assigned
based on the acquired expertise. The following are the
rules for the LAN entity structure of Figure 3.

Rules 1o select LAN topology

rule 1
if flexibility = high or relfability = high
then recommend_LAN = bus of_LAN (0.9)

rule 2

if throughput = high and reliability = medium or
flexibility = medium

then recommend_LAN = ring_of_LAN (0.9)

rule 3

if throughput = medium and reliablility = (ow or
flexibility = low

+hen recommend_LAN = star_of_LAN (0.,9)

Rules tfo select protocol

rule 4

if access rellability = high and data rate = low or
packet delay time = high

then recommend access protocol = CSMA/CD (1.0)
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Figure 3. LAN Entity Structure
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rule 5
if access reliability = medium and data rate = high or
packet delay time = medium or
packet delay time = low
then recommend access protocol
recommend access protocol

Rules fo select medium

token_bus (0.9) and
token_ring (0.8)

rule 6

if data rate = |ow and security = low or cost = low
then recommend transmission medium twisted_pair
(1.0}

rule 7
{f data rate = medium or data rate = high and

security = medium and cost = medium
then recommend trans. medium coaxial

cable (1.,0)
rule 8

if security = high or cost = high

then recommend trans. medium = optical fiber (1.0}

Rules for model structure synthesis

rule 9
If recommend LAN = bus_of_LAN and
recommend accass protocol = CSMA/CD and
recommend trans. medium = twisted pair
then LAN = bus of LAN (0.9) and
medium access control = CSMA/CD (0.9) and
1/0 devices = no_recommendation (0.9) and
processing unit = 10_in_number (1.0) and
trans. medium = twisted pair (0.9)
operating system individual 0S (1.0)

ruie 10
if recommend LAN = bus_of_LAN and
recommend access protocol = token bus and

recommend trans. medium = coaxial cable
then LAN = bus of LAN (0.9) and
medium access control = token bus (0.9) and

170 devices
processing unit =
trans. medium
operating system

no_recommendation (0.,9) and
varied 10_1o_ 1000 (1,0)
coaxial cable (0.9)

= individual 0S (1.0)

and

rule 11
if recommend LAN = ring_of _LAN and
recommend access protocol token ring -and
recommend trans. medium = coaxial! cable
then LAN = ring LAN (0.9) and
medium access control
1/0 devices
processing unit
trans. medium =
operating system

token ring (0.9) and
no_recommendation (0.9) and
varied 10_1to 1000 (1.0)
coaxial cable (0.9)

= individual QS (1.0)

and

rule 12
if recommend LAN = ring of_LAN and
recommend access protocol = token ring and
recommend trans. medium = optical fiber
then LAN = ring of LAN (0.9) and
medium access control token ring (0,2) and
1/0 devices = no.recommendation (0.9) and

processing unit = 10_in_number (1.0) and
trans. medium = optical fiber (0.9)
operating system = individual 0S5 (1.0)

rule 13

if recommend LAN = star_of_LAN and
recommend trans, medium = twisted pair

then LAN = star of LAN (0.9) and
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medium access control =
no_recommendation (0,0) and

1/0 devices no_recommendation (0.9) and
processing unit = 10_in_number (1.0) and
trans. medium twisted pair (0.9) and
operating system individuat 0S {1.0)

The above rules express both selection and synthesis
(conf iguration) constraints for consfructing our
simple LAN model. Having set up the knowledge base, we
seek recommendations for generating mode! structures.
This Is accomplished through consultation sessions
with the system. An example sessicn produced the
following recommendation: (with respect to the
model | ing requirements expressed through the system's
queries)

LAN Consultation:

What is the extent of flexibility?
H IGH

What is the demand on access reliability?
MED 1UM

What is the data rate demand?
MED UM

What Is the al lowable packet delay time?
LW

What is the desired transmissive security?
MED UM

What is the budget?
MED UM

Conclusion:
Fired Rules <1><5><7><10>

LAN is bus_of_LAN (0.81)

medium access control is token bus (0,81)

1/0 device is no_recommendation (0.0)

processing units Is varied 10_1+o 1000 ynits (0.9)
transmission medium iIs coaxial cable (0.81)
operating system is individuat OS (0.9)

The pruned entity structure recommended by the above
consul tation session (s given in Figure 4. By pruning
the system entity structure with respect to the
constraint know[edge base we ensure satisfaction of
the requirements, and at tThe same time, we
automatically restrict the space of alternative model
structures that may be used for model construction.

CONGQLUS |ONS

This paper further extends our research Into the
methodology of model development. We have augmented
system entity structure pruning algorithms with a
rule-based process for selecting and synthesizing
mode| objects representing model components. This
process Is driven by the modelling project!s
requirements and constraints. Therefore, we are now
able to assist the modelter 1n choosing and properly
conf iguring the model components. Viewed from the
val ldation perspective, our framework provides a means
of establishing preliminary validity of the model in
terms of its structural conformance to the constraints
and requirements.
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Figure 4. Pruned LAN Entity Structure

Our current efforts are focused on reducing the

complexity of the knowledge base resulting from the.

number of rules that have to be specified for a given
entity structure. This complexity can be partly
reduced by employing the rule syntax discussed above,
and by restricting the size of the system entity
structure. The latter can be accomplished by what we
term domain pruning in which aspects Irrelevant to the
mode! | ing objectives are el iminated prior to the rule
base speciflication. We shall report on the
developments in this direction in the future
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