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Foreword

The theme of this year’s ECBS, “Raising Expectations of Computer Based Systems” was chosen partly in response to yet another summary of the overall poor state of software systems in terms of budget, delivery and performance.\(^1\)

Computer based systems, despite their increased complexity, fair no worse than ‘pure’ software systems. That is the good news. The bad news is obvious; we are not getting better.

How can we raise expectations? Can we expect systems to operate reliably, to perform in a timely manner? Can we expect systems to manage functional change? We need to expect systems to be delivered, in a useable state, on time and within budget. As purchasers or developers, we may work together to improve this situation.

The accepted papers show a definite commitment to raising expectations. We hope that the forum of industrialists, government, and academics which is the ECBS community will come out of this conference having had meaningful discussions, and with a strong sense of direction to raise expectations of computer based systems.

We want to thank the authors for their interest and contributions to the success of this meeting. Our sincere gratitude goes to the referees who, as often is the case, were asked to review many papers in a relatively short time. Their rigor in assessing the quality is reflected in this volume. IEEE Computer Society Press deserves much credit for its professionalism in handing the printing process. Last but not least, we are delighted to welcome you back to sunny Tucson where ECBS was held in 1995. We look forward to an exciting, vibrant, and productive conference.

John Leaney, Jerzy W. Rozenblit, and Jianfeng Peng

\(^1\) “The UK public sector alone has spent an estimated £12.4 billion on software in the last year and the overall UK spend on IT is projected to be a monumental £22.6 billion,” says Basil Butler, Chairman of the working group that produced the report. “We looked at a range of studies showing that only around 16 per cent of IT projects can be considered truly successful.” The challenge of Complex IT projects (in the UK), http://www.bcs.org/server.php?show=conWebDoc.1761
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Composition of Cyber-Physical Systems

Janos Sztipanovits
Institute for Software Integrated Systems, Vanderbilt University
Nashville, TN, USA
janos.sztipanovits@vanderbilt.edu

Abstract

Cyber Physical Systems (CPS) is emerging as a new research discipline at the intersection of physical, biological, engineering and information sciences. Information technology, once a provider of tools for sciences and engineering, has become an interdisciplinary field at the center of scientific and industrial innovation. This talk addresses some of the basic challenges of CPS and its relationship to ECBS.

INTRODUCTION

During the first 40 years of computing, physical and information sciences evolved along different trajectories. Dominating abstractions in Computer Science avoided physical characteristics of information processing, while systems science emerged as a mathematical foundation for modeling of physical processes. However, new trends of the past fifteen years have made this separation strongly limiting. In life sciences, the emerging discipline of bioinformatics has shown the significance of information science abstractions in understanding biological processes. In engineering, computing and communication have become ‘universal system integrator’ for physical systems making computer based engineering systems the major source of industrial innovation. Complex engineering systems are now designed and built by composing physical and computational objects. These developments have pointed toward the need of reintegrating physical and information sciences that requires addressing the challenges of developing a new scientific foundation for CPS.

DESIGN CHALLENGES FOR CPS

Design and implementation of complex systems increasingly require the involvement of three major disciplines: control, systems and software engineering. This is not necessarily an indication of increasing design complexity, since decomposing a design problem into orthogonal aspects is our primary tool for managing and decreasing complexity. Orthogonal abstractions allow the separation of design concerns, thereby decoupling complicated, intertwined design flows. However, it is also recognized that these three dominant aspects of modern system design do not offer orthogonal abstractions for CPS-s, therefore do not provide good foundation for separation of design concerns. They rather reflect traditional disciplinary and organizational boundaries. Decisions in control, software and systems engineering aspects of CPS-s have strong interdependences and this limits compositionality in the design process.

Developing, modifying and integrating abstractions that cover CPS design spaces represent one of the major challenges. In control and systems engineering, abstractions are traditionally expressed using models. The increased use of design automation tools has led to the introduction of a wide range of modeling languages – usually linked to specific analysis and simulation tools, (such as Simulink/Stateflow or Modellica) or to various domain specific standards (such as DODAF or SySML).

During the last decade, driven by the increasing popularity of object-oriented programming languages, modeling has become the mainstream in software engineering as well. Research directions, such as Model Integrated Computing (MIC), Model Driven Architecture (MDA), Model Driven Design (MDD), Business Process Modeling (BPM) and others made model-based approaches in software engineering practical and led to the appearance of a new generation of CASE tools. However, the most important consequence of these developments have been the opportunity for convergence in control, systems and software engineering built on the principles of model-based design.

Model-based design uses models, which are formal, composable and manipulable during the design process. The key breakthrough in the early success of model-based design has been the emergence of metamodeling and metaprogrammable tool suites that enabled the affordable introduction of modeling languages that are domain-specific, offering systems designers modeling concepts and notations that are tailored to characteristics of their application domain.
The need for domain specificity is a natural consequence of the inherent heterogeneity of CPS. The behavior of physical and computational components need to be represented using abstractions supporting required analysis and synthesis tasks. These abstractions are determined by the nature of the underlying physics (or biology), the required level of fidelity in modeling dynamic behaviors and the scope of essential physical behaviors, such as power consumption and size. Abstractions need to be developed for modeling interactions among components. Naturally, there is essential difference between abstractions used for modeling physical interactions and abstractions used for modeling component interactions based on digital communication mechanisms.

This talk will review fundamental problems and promising approaches for composing heterogeneous CPS.
Generation of Related Performance Simulation Models at an Early Stage in the Design Cycle

Andreas W. Liehr, Klaus Buchenrieder
Institut für Technische Informatik
Universität der Bundeswehr München
D-85577 Neubiberg, Germany
{andreas.liehr|klaus.buchenrieder}@unibw.de

Abstract

In the early development stages of embedded systems, fundamental decisions concerning the system architecture and a proper hardware / software partition must be made. The choices determine, e.g. power consumption, performance, and other system features. For this reason, a method plus supporting tools for the fast, efficient, and automated evaluation of system design alternatives is required.

In this contribution, we present the MIRA Framework and a novel method based on Extended Queuing Network Models (EQN) linked to a set of simulation models for architectural exploration and hardware / software trade-off analysis. The MIRA Framework consists of hardware components expressed in XML and function represented as UML Activity Diagrams. Activity threads, introduced in this contribution, define building rules for the simulation models. This method fosters the combined simulation and analysis of system behavior as well as architectural exploration of design alternatives.

As current experimental work and evaluation with non-trivial examples show, the presented method allows for fast and efficient generation of simulation models and an accurate prediction of performance measures.

1. Introduction

The discovery of the product form for Queuing Network Models (QNM), their properties and the development of efficient computational algorithms to determine the product form by Baskett et al. [4], is regarded as a breakthrough in analytical performance modeling [16].

Numerous improvements [2] and approaches to extend QNMs have been made [25, 26]. Sauer introduced passive queues to QNM. While a job of a QNM can only be member of one active node, a job of an EQN can be member of one active and an arbitrary number of passive queues. The advantage of this approach, compared to ordinary QNM, is the possibility for a job to use more than one system resource at a time. This provides the ability to generate more realistic system models than with the original QNM.

The usability of QNMs for performance evaluation is limited by the fact, that developers are required to have profound knowledge of performance modeling. Besides that, it would mean a significant effort to build QNMs for complex systems manually. Those aspects motivated several works concerning the supported generation of QNM in the last years.

The Software Performance Engineering Method, first introduced by Smith [27], consists of two models. The software execution model takes the form of execution graphs and represents the software behavior. The second model, the system execution model, is based on QNM. It describes the system behavior. The input data of the second model is a combination of the results from the software execution model and information about the system hardware. Extensions of this approach have been published by Cortellessa et al. [7, 8].

Another group of approaches is based upon pattern based methods. In those, the developer defines system models from predefined and reusable system patterns. After that, the simulation model will be generated from the pattern based system. It is a very efficient and fast system, but a pattern definition is required for every architectural class. Approaches of this method have been published by Gomaa and Menasé [11], Petriu et al. [23, 24], Balsamo et al. [3].

A third group of approaches are entirely Unified Modeling Language (UML) based development tools. The advantage of those models is the high popularity of UML. Therefore, UML is well known by most system developers [35]. In these approaches, a designer specifies a computer system in UML and annotates the performance values. The tool generates QNM directly from the UML model without any
user interaction. Such tools were introduced by Kabajunga and Pooley [18], Xu and Lehmann [35, 36, 37], Kakipuro [19], Gu and Petriu [13, 14, 15], and Woodside [34].

In all those works the focus lies on the modeling and solving of a single simulation models representing one design approach. For the evaluation of related design approaches, each single approach has to be simulated.

System development tools, that consider the requirement of the evaluation of related approaches, exist for example from Cadence. The Cadence - Virtual Component Code-sign tool VCC is described in [6, 10]. Such tools aim at a more detailed simulation model at a later state of the system development process. Thus, they do not enable fast experimentation concerning the feasibility of different design approaches.

In this work, we present a method that uses a UML based software representation and a pattern based hardware model. Additionally, we introduce activity threads, that map functional components to the hardware architecture. Those activity threads enable us to build several EQN for alternative system configurations from one software model and one hardware model. This provides a fast and efficient method for the performance evaluation of different approaches for the same computer system. Differences may concern, for example the partitioning into hardware and software, different scheduling algorithms or different types of CPUs.

This paper is organized as follows: Section 2 introduces the proposed design method. In Section 3 we present the MIRA Framework that uses the stated approach for performance evaluation. Section 4 shows experimental results with the MIRA Framework. The paper concludes with summary and outlook.

2. Generating Simulation Models for Related Design Approaches

The proposed approach relies on three models to generate the complete simulation model.

The hardware model defines the system hardware architecture for the planned computer system. It has to be a superset of the required hardware for all system design approaches to be evaluated. Depending on the considered design approach, only a subset of the whole hardware model has to be taken into account. To fulfill our objective to build a fast and easy to use system modeling tool, we chose a pattern based design approach for our hardware model. For this purpose, a hardware pattern database with components, classified as bus, bus bridge, CPU, logic block and memory, has been utilized. Each pattern contains specific performance information and interface definitions. The user chooses the required components from the database and builds a hardware model out of them. This model will be enriched with the data from the component database and stored as an XML File. The hardware components CPU and logic block are grouped into worker classes. These define CPUs or logic blocks, for which the same amount of instructions or the same delay approach concerning one functional definition applies. This comes to relevance by the definition of the software model in the next paragraph.

The software model contains the performance related information concerning software components of the computer system to be designed. The term software component is used in the meaning of system component as stated in [12]. The model is split into two components. The first one represents the control flow of the intended functionality of our system as UML activity diagram [22]. The second defines performance relevant information for every activity of the activity diagram. Such information comprises the workload of a CPU, the delay for the execution on a logic block, and the IO behavior of the software component. Depending on the intended alternatives to evaluate, for each activity exist 1-n blocks of performance relevant information. Thereby, n symbols the number of different worker class, defined in the hardware model. This software model has to be a superset of the software components used in all design approaches and each single approach has to use a subset of the software components from this software model.

The third model links the functional descriptions from the software model to hardware components. To accomplish that, we introduce activity threads. Activity threads are realized as graphs with a start node and an end note. Each path from the start node to the end note contains m intermediate nodes. Thereby, m represents the number of activities in the activity diagram of the software model. Such a path represents one design method to evaluate. The number of differing paths is the number of system models to build.

After the user has supplied the three models, the system model generation works without user interaction. The QNMs are built from predefined patterns. A pattern must exist for every kind of worker class, memory, bus and bus bridge that is available in the hardware pattern database. The functional behavior is modeled with global variables, job variables and set nodes. Those components influence the routing behavior of jobs, the delay of active nodes and the number of tokens to acquire from passive nodes.

The result of this method is a set of EQNs, representing the related design approaches. The simulation of them can be realized with off the shelf tools. The usage of EQN for the simulation models enables the simulation of the simultaneous possession of multiple system resources. That gives us the opportunity to predict the behavior of the system, when several processes compete for resources like busses or memory.
3. The MIRA Framework

To build those QNMs, stated above, we introduce the Model based Investigation of Related Architectures (MIRA) Framework. At this stage of our work, the user must specify the models according to the defined syntax for the XML representation by hand. In future revisions, a tool supported model creation will become available.

3.1. Hardware Model

As stated in the previous section, hardware is represented by a pattern based model, which consists of predefined hardware components. Such a component may represent a bus, a bus bridge, a CPU, a logic block or a memory. With those classes of hardware components, arbitrary classes of computer system can be represented [6]. Those predefined patterns consist of interface definitions and annotations concerning performance. Hardware patterns are stored in a hardware pattern database, so that patterns can be added more easily in the future. Generally, the database contains all hardware based performance information, required to build a system model. The information can be obtained from the manufacturer or by experiments. For our measurement, the hardware pattern database contained only few hardware components. The performance information reflected benchmarking results from real-system tests.

Each component is represented by an XML element, that contains an unique id attribute named id and an attribute hwid. The unique id is used to define the bus connections. For that purpose, a nested element named connection that references the unique id of a CPU, a logic block or a memory. Bus bridges are used to interconnect bus elements. The layout of the bus bridge element is similar to the bus element, but the nested connection elements are only allowed to reference to busses.

The XML representation of the hardware model contains no performance information. Each element contains the attribute hwid, that references an entry of the hardware pattern database, representing this hardware component. The performance specific data will be queried from the hardware pattern database in the building process of the EQNs for the performance simulation.

Currently, the hardware pattern database is realized as an XML file, containing one entry for each known hardware pattern. Listing 1 shows a short exemplar extract from the hardware pattern database.

```xml
<?xml version="1.0" encoding="UTF-8"?>
<!DOCTYPE hwm SYSTEM "http://localhost/xml/mira.dtd">
<hardwaremodel>
  <cpu id="WI" class="I" hwid="1001"/>
  <cpu id="WII" class="II" hwid="1002"/>
  <logic id="MII" class="II" hwid="2001"/>
  <memory id="MI" hwid="3001"/>
  <memory id="MII" hwid="3002"/>
  <bus id="BII" hwid="4001" protocol="FCFS"/>
  <connection component="MI"/>
  <connection component="WII"/>
  <connection component="MII"/>
</bus>
  <busbridge id="BBI" hwid="5001"/>
  <connection component="BI"/>
  <connection component="BII"/>
</busbridge>
</hardwaremodel>
```

Listing 1. XML Representation of Hardware Example 1

Depending on the implementation of the system to evaluate, only a part of this hardware will be used for the system model. As an example, consider Figure 1, that depicts Hardware Example 1 (HWE1), an architecture consisting of a CPU (WI), logic (WII), two memory elements (MI,MII) and one bus (BI) as contained in the highlighted area. The definition of the hardware model is represented by an XML file. Listing 1 shows the representation of the hardware model visualized above. We also defined a DTD Definition [30] for the XML hardware representation model, so it is possible to proof its syntactical correctness by a validator like Validome [29].

![Figure 1. Hardware Example 1](image-url)
pattern database, so that it can be referenced by two different values for the attribute hwid.

```xml
<?xml version="1.0" encoding="UTF-8"?>
<DOCTYPE hwm SYSTEM "http://localhost/xml/mira.dtd">
<hardwaredatabase>
  <cpu hwid="10002">
    <core type="1" speed="1000"/>
    <cache type="1" size="524288"/>
  </cpu>
  ...
</hardwaredatabase>
```

Listing 2. Example Entry from the Hardware Pattern Database

3.2. Software Model

Inside the MIRA Framework, software is represented by a functional definition and fitting performance information. The functional part utilizes activity diagrams to define the intended behavior of the system to be designed. An example is given in Figure 2.

![Figure 2. Example for Functional Behavior, Represented as UML Activity Chart](image)

The activity diagram model supports forks, joins, conditions and decisions. Each activity will be labelled with a unique identifier. This model is compliant to the UML 2.0 specification. Thus, it is possible to design the activity diagram model with a standard UML modeling tool that supports export of XML (XML). We chose the free XML modeling tool Umbrello [28] for our work. Unfortunately, every XML modeling tool uses its own format for its XML representations of activity diagram models. Such a representation contains proprietary information, like the position of Elements in the GUI representation or links to other UML models. Hence, the output of the tool has to be translated to the MIRA framework specific XML representation of the activity diagram. We utilize a Perl based converter for this purpose. Such a specific converter is required for every UML modeling tool intended to use. A converter fitting for Umbrello is part of the MIRA framework.

```xml
<?xml version="1.0" encoding="UTF-8"?>
<DOCTYPE hwm SYSTEM "http://localhost/xml/mira.dtd">
<activitychart>
  <component type="start" id="11"/>
</activitychart>
```

Listing 3. XML Representation for the Software Example

The XML representation of the example software from Figure 2 is shown in Listing 3. It contains an element for each activity diagram model component. Those components can stem from the type start, stop, bar, decision or from an activity. The type is defined by an attribute, named type. Each component has also a unique identifier attribute called id. The component elements from the type activity also contain a unique identifier called name. This identifier is used as reference id on the performance information part of the software model. Additionally, the XML model contains a set of connection elements. Each of these elements represent one connection in the activity diagram and contain the attribute from that references the starting component of the connection and the attribute to that references the target component of the connection.

<table>
<thead>
<tr>
<th>ID</th>
<th>Worker Class</th>
<th>Instructions/ Delay</th>
<th>I/O</th>
<th>Mem.</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>I</td>
<td>(2k + P \left( \frac{1}{2} \right) \times 500)</td>
<td>5%</td>
<td>1MB</td>
</tr>
<tr>
<td>A</td>
<td>II</td>
<td>5(\mu s)</td>
<td>5%</td>
<td>1MB</td>
</tr>
<tr>
<td>B</td>
<td>I</td>
<td>12(k)</td>
<td>15%</td>
<td>120kB</td>
</tr>
<tr>
<td>C</td>
<td>II</td>
<td>2(\mu s)</td>
<td>50%</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1. Example for Software Performance Information

The performance information part of the system model is built as a list with two identifiers. The first is the fitting activity from the activity diagram model, the second is the type of CPU or logic this performance information is fitting to.
The performance list in Table 1 shows an extract of a complete definition for software performance information. For each activity of the activity diagram model, at least one definition must exist. Depending on the intended simulation models, the list can have up to \((C \times A)\) entries, where \(C\) represents the number of the worker class and \(A\) the number of activities defined in the activity diagram.

### 3.3. Activity Threads

The software model and the hardware model, are linked to system designs by activity threads. Those activity threads allow for the automated generation of numerous EQN based simulation models from one software model and one hardware model. Their number depends on the amount of alternatives, constructed in the befitting instance of the software model and the hardware model described above. For this purpose, at least one activity thread has to be defined.

Activity threads are represented as UML activity diagram model. Each path through the activity thread from the initial node to the final node represents a design approach for which an system model has to be built. Therefore, an activity defines the hardware components, which must be used to execute the intended functionality. So each activity is required to contain exactly one worker, at least one memory and a bus connection between the worker and all memory components used in this activity. Alternative bus connections inside one activity are not allowed. This prevents the distinct generation of the system model.

Figure 4 shows two exemplaric activity threads, for Hardware Example 1, introduced in Figure 1 and the software model from Figure 2. The upper activity thread contains one segment with two alternative routes. This results in two system models. The lower activity thread contains two segments, each with two alternative routes. From this activity thread will four system models be built.

### 3.4. Building the Simulation Models

With these three models, the MIRA Framework is enabled to automatically build the system models. The following steps will be performed:

First, each path through the activity thread is converted to a new activity thread. To prevent irritations, we call those
new activity threads simple activity threads. One simple activity thread contains only one path from its start node to its end node. This step splits the two activity threads, shown in Figure 4 into six simple activity threads. For every simple activity thread, one simulation model is built. The following steps consider only one such simple activity thread, because the Framework handles all in the same way.

Second, the simple activity thread is parsed for hardware components. From this results a set of hardware components, which contains only components required by this system configuration. Together with the information from the hardware pattern database, the EQN representing this architecture is constructed from predefined patterns.

An example, consider the EQN shown in Figure 3. It represents HWE1. The CPU WII is realized with a Round Robin Scheduler and utilizes a Level-1 cache. The logic block WIII employs a First Come First Served Scheduler. The delay models for the active queues, representing memory, bus, and CPU delay are generated from the component information in the hardware pattern database.

The resulting EQN matches the hardware architecture, to be simulated. At this stage, the model does not contain behavioral information concerning the functionality of the computer system.

This information is gathered from the simple activity thread and the second part of the software model. The IO behavior is mapped as routing decision inside the worker pattern. The memory utilization is represented by the number of tokens, the job acquires from the passive queue of the fitting memory pattern. The execution of the software activity on a logic block is represented by a deterministic delay. This delay is applied in the active queue called logic delay inside the worker pattern. The execution of the software on a particular CPU is modeled as functional delay with hardware parameters as variables. This delay is used in the active queue called CPU delay inside the fitting worker pattern.

The resulting EQN can now be converted from the XML representation, created by the MIRA Framework, to the syntax for an off-the-shelf simulation tool Arena [1] from Rockwell Automation.

4. Experiments

In our experiments we compare performance measures of four hardware configurations with the estimation results, obtained with the proposed MIRA framework. The reference hardware system consists of an 800MHz Pentium III CPU (Coppermine) equipped with a Level-1 data cache and an instruction cache, both with a size of 16 KByte. The hardware contains a 256 KByte Level-2 cache located on-die [17]. The main memory consists of 256 MBytes of PC100-SDRAM.

As operating system serves a Debian Linux 3.1 [9] with kernel 2.4.27 [20], compiled with support for a virtual floating point unit. Performance data for MIRA’s hardware pattern database were determined with the Imbench testsuite [5]. For architectural exploration, the following hardware alternatives have been generated from the standard configuration: a version without Level-2 cache, without cache and without the hardware floating point unit. Every configuration was also modeled and converted to an Arena model.

For more accurate results, we sized the test programs with their inherent iterator and averaged the resulting running time. As compiler served the GNU C compiler, version 3.3.5-3. As application examples, we have chosen a compute- and an IO-intensive application.

As first application served the Fast Fourier Transform Benchmark ffbench, introduced in 1989 by John Walker [33]. This benchmark initializes a 256 by 256 array of double precision complex numbers to known values then executes twenty iterations through a loop, each iteration computing the two dimensional Fourier transform of the data in the matrix, then applying the inverse transform to recover the original data [32].

Table 2 shows the execution time for the ffbench, averaged to one iteration, on every architecture alternative and the associated simulation result.

<table>
<thead>
<tr>
<th>configuration</th>
<th>real time in s</th>
<th>simulated time in s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>0.44</td>
<td>0.45</td>
</tr>
<tr>
<td>Without FPU</td>
<td>19.36</td>
<td>19.34</td>
</tr>
<tr>
<td>Without L2 Cache</td>
<td>0.55</td>
<td>0.58</td>
</tr>
<tr>
<td>Without Cache</td>
<td>26.88</td>
<td>26.67</td>
</tr>
</tbody>
</table>

The second application exhibits IO behavior. This program reads a line with two numbers from a previous generated file and applies to the data four additions, two multiplications and a single division. We measured and simulated this behavior with float numbers and integer numbers. The fitting results, averaged to one million lines, are represented in Table 3.

The tables show, that the results obtained with MIRA and the measured execution-times are almost identical. With the proposed framework, users can build and simulate hardware / software systems to estimate their behavior.

5. Conclusion and Outlook

In this paper, we presented a method to generate EQN based simulation models for related design approaches. We
introduced the MIRA Framework, that enables us to build a system model using the proposed method. We showed an exemplaric EQN based model that represents a real life example.

<table>
<thead>
<tr>
<th>configuration</th>
<th>int/float</th>
<th>real time in s</th>
<th>simulated time in s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>int</td>
<td>2.00</td>
<td>2.01</td>
</tr>
<tr>
<td>Normal</td>
<td>float</td>
<td>2.01</td>
<td>2.02</td>
</tr>
<tr>
<td>Without FPU</td>
<td>int</td>
<td>2.00</td>
<td>2.01</td>
</tr>
<tr>
<td>Without FPU</td>
<td>float</td>
<td>10.56</td>
<td>10.11</td>
</tr>
<tr>
<td>Without L2 Cache</td>
<td>int</td>
<td>2.03</td>
<td>2.05</td>
</tr>
<tr>
<td>Without L2 Cache</td>
<td>float</td>
<td>2.04</td>
<td>2.06</td>
</tr>
<tr>
<td>Without Cache</td>
<td>float</td>
<td>514</td>
<td>512.84</td>
</tr>
<tr>
<td>Without Cache</td>
<td>float</td>
<td>515</td>
<td>513.73</td>
</tr>
</tbody>
</table>

Currently, we investigate the modeling capability for more complex computer systems with simultaneous execution of several applications. For that purpose, the utilization of an evaluation board, equipped with a CPU an an FPGA is intended. This will give us a larger range of worker units for evaluation. It will also allow the comparison of performance variables, like bus load or worker utilization, with measured values.

We also plan to introduce XML Schema definitions [31] for the verification of the XML representations, that are part of the MIRA Framework. We are confident, that XML Schema definitions enable us to do a syntactical as well as a semantical model verification with an off the shelf XML validator like Validome.

In further work, we will combine our model with the results of the works from Musovic et al. [21]. We expect, that this will enable us not only to predict performance contrains, but also power consumption of the intended computer system.

Future work will also include the development of a tool supported method to compare the results of the architectural exploration.
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Abstract

Heuristics have long been a popular and effective mechanism for capturing the knowledge of experts. In recent times, however, the more common use of heuristics has been as a means for communicating ideas at an abstract level, with little consideration to their potential as a structured approach to design improvement. With this paper we present the issues surrounding, and a structured method for, formally capturing architectural change embodied within heuristics. We demonstrate how through the application of graph theory, category theory and predicate calculus we can capture change within a heuristic and then use it to achieve formal heuristic-based transformation of a real-world system. By capturing heuristics in the structured and formal manner discussed in this paper we present ourselves with the opportunity to create a practical and reliable heuristic-based architecture transformation system. This is done within the wider context of achieving a process for optimising the non-functional qualities of a system architecture through design transformation.

1. Introduction

Managing design conflicts is a principal role for the designers of today’s modern complex computer-based systems. In particular, they are often responsible for ensuring that the design and architecture of a system not only fulfils its functional requirements but its non-functional ones as well. This becomes a significant problem for designers as complex systems often have many competing requirements and more often than not too many for the designer to consider at once.

In response to this researchers have produced a number of methods for modelling and analysing system designs and architectures. These aid designers in understanding the effects of architectural design choices on systems as a whole and their flow-on effects to system requirements. We believe the next logical step from here is to develop methodologies and tools that allow system designers to optimise their designs, as is common with virtually all existing engineering and design disciplines.

In the context of architectural design we posit that a degree of optimisation can be achieved by reducing, or minimising, the conflicts between competing requirements. Specifically, as the analysis of the system’s architecture is considered to be fundamental to ensuring the non-functional qualities of a system, by minimising the conflicts between these qualities we should be able to produce systems that better, or more optimally, achieve all their non-functional requirements.

In this paper we will be focusing on one aspect of such an optimisation process, the design change process. Design change, or manipulation, is the process by which we elicit change in a system’s architecture (design) and hopefully move its design towards a more optimal state. Specifically, we propose that capturing expert knowledge in the form of heuristics is a part of valid approach to achieving this aim. The overall context in which heuristics help to achieve an optimal system is described in the next section.

2. Framework overview

Over the past five years we have been developing a framework that would allow us to achieve optimisation by minimising conflicts. After an initial proposal and exploration of the problem space \cite{18} we have developed an optimisation framework for optimising non-functional qualities in computer-based systems. Figure 1 gives a high-level view of this framework.

This framework, originally modelled on a control system-like feedback loop, breaks up the necessary steps required to optimise an architecture into logical, discrete, components. Under this framework the following iterative process is applied:
1. The first step is to define goals for the optimisation process. These are, which non-functional qualities do we wish to reduce the conflicts between, and what minimal levels need to be achieved in these qualities for the design to be considered valid.

2. An initial architecture is evaluated to identify its current non-function qualities. These are measured by metrics that can either be calculated directly from the design, or implied via simulation. This architecture and its metrics provide the baseline for the optimisation process and both are placed into the solution pool.

3. The guidance mechanism examines all architectures currently in the solution pool and their metric values to find out if any of the architectures meet the goals for the optimisation. If they do not, an architecture is selected which the guidance mechanism believes could be improved and moves that design closer to goals.

4. A selection process is conducted to find a heuristic from a prepared heuristic library that has the potential to improve the selected architecture. Each heuristic embodies an architectural design change that is intended to improve a given non-functional quality of the system.

5. The Heuristic effect then occurs. This takes the selected architecture and the selected heuristic and applies the changed described within it. This occurs using formal transformation methods and hopefully produces an “improved” architecture.

6. Architectural refinement and verification then occurs to ensure that during the transformation process the architecture has not been modified in a way that would prevent it from meeting its functional requirements.

7. Finally the new architecture is evaluated, by calculating for the new architecture all of the desired non-functional qualities, to determine if it is in fact better than the original, or if the change has in fact degraded the architecture. Regardless, the new architecture is placed into the solution pool ready for the next iteration.

As should be evident, this framework utilises a library of heuristics, that is ways in which it can change an architecture to improve it. In our case we have chosen to use heuristics to capture these changes as they provide an effective solution for sourcing changes. By using heuristics we can capture the expert knowledge of system designers who are already familiar with manipulating the designs of complex systems. Furthermore, this approach, by utilising changes known to have worked for experts in the past, reduces the risk of the optimisation process producing invalid designs.

For heuristics to be stored and then subsequently used to effect design change, as required by this framework, a formal representation is required. The formal representation must provide a comprehensive mechanism that preserves the fundamental concept of a heuristic whilst allowing for repeatable and reliable changes to be effected on the design. The heuristic representation and transformation mechanism presented in this paper are intended to fulfil these requirements.

3. Background

Heuristics are not a new concept. In one form or another they have existed for over two thousand years. In simple terms, a heuristic is:

A commonsense rule (or set of rules) intended to increase the probability of solving some problem.[1]

Heuristics differ from other design support methods, such as design patterns, by the context and hierarchy under which they apply. Design patterns, for example, are intended to provide very specific solutions at a very specific point the design hierarchy. Heuristics on the other hand tend to be more general statements that can be applicable at numerous levels within a design hierarchy.

In effect, heuristics capture ways we believe we can solve some problem. What they do not do, however, is provide any guarantee that they will solve anything, only that they may do so. Due to this heuristics are often given very broad application conditions to give them a greater opportunity of having a positive effect. Both these properties of heuristics are crucial to their effectiveness and need to be embodied within any representation.

Interest in the use of heuristics as a problem solving mechanism has undergone a significant revival in the last fifty years. Computer scientists and engineers alike have sought to use them to explain problem solving approaches...
and in capturing human knowledge. Koen, in a more philosophical look at heuristics, likens them to the basis for the entirety of the “engineering method” [14].

One of the first modern uses of heuristics was in the development of inference engines. Of these the MYCIN [26] expert system is by far the most well known. The heuristics in MYCIN were represented by relatively simple if-then-else constructions. MYCIN combined these heuristics to produce complex reasoning and inference. Although we are not seeking to create a complex reasoning framework, the simple structure of the MYCIN heuristics provides a good basis from which we can begin to describe our own heuristics. Despite the technical success of MYCIN heuristics quickly fell out of favour in the artificial intelligence domain due to the perceived problems associated with their inherent fallibility [24]. We believe, however, that it is their inherent fallibility, that is the fact the heuristics may not always provide a correct answer, which makes them ideal for our purposes.

Despite the use of heuristics for millennia as a means for guiding problem solving, there has been a growing interest in recent times to understand their use in the context of modern engineering practices. This work has varied from highly philosophical views of problem solving and the engineering process [14] to more concrete attempts to explain heuristics place in systems and computer engineering [23]. Unfortunately, as heuristics are at their most powerful when used to describe abstract concepts, little work has been done to codify or to provide a method for formally describing heuristics. This work present in this paper hopes to begin to rectify this.

For heuristics to be able to optimise an architecture they must be able to change, or transform, its design. Architecture transformation, however, is inherently dependent on a valid architectural model that can be used to represent the architectures that are to be transformed. Extensive research has been conducted into many different ways to model architectures, both formally and informally. Early work by Perry and Wolf [22], Shaw [25], Garland [11, 12] and Allen [2] serve to provide us with what are the essential basics of any model. For model transformations a vast number of approaches are available to us. A good taxonomy of model transformation methods can be found in [5].

A common method for not only modelling architectures but transforming them is through the use of graphs. For this reason there is a great deal of existing research on using graphs in architecture. Graphs have been used to model style [10, 16], to perform verification [15] and for cross-domain translation [27]. All these applications of graph theory, and graph grammars in particular, to modelling architecture serve to demonstrate the flexibility of graphs to modelling architectures. Further, their success also serves to demonstrate the appropriateness of using graphs to model the structures present in systems architectures [6, 7].

Graph-based representation are especially powerful when they are used in cooperation with category theory. Specifically category theory has a construction known as a pushout which can be used to provide repeatable, deterministic formal graph transformations [8]. Pushout based graph transformations have already been used in other architecture transformation systems with some success. Wermelinger and Fiadeiro used pushouts to construct an architecture transformation system for dealing with dynamic reconfiguration [28]. Due to the focus on dynamic reconfiguration their work is heavily concentrated on state preservation during a transformation, an issue which does not effect our approach as we are only interested in static design transformations.

4. Heuristic model

In our previous examination of heuristics [17], we identified a framework for deriving a descriptive model of heuristics used in architectural change. This framework showed how a heuristic could be broken down into its constituent parts. Accordingly, a heuristic consists of the following:

- A description of the goal of the heuristic. That is, which non-functional property of the system is the heuristic seeking to improve.
- The expected benefit of the heuristic. This is the expected quantitative change in the non-functional goal quality.
- The constraint of the change. The constraint is what must exist in the system architecture before the heuristic can be applied.
- The change itself, a description of how the design of a system changes to implement the heuristic.

Each of these elements plays a specific role in how a heuristic is to be applied. The goal and benefit assist in determining which is the correct heuristic to use in any situation by describing its intended purpose. That is the non-functional quality it is intend to improve, as well as how significant an effect it might have. The constraint and change then describe where and how the architecture will be changed by the heuristic.

This framework serves as the basis for the construction of a formal model of heuristics. Taking this framework we use a combination of predicate logic and graph theory as the grounding formalism from which to create the formal description of a heuristic. In doing so, to create a complete description of a heuristic, we must create a formal description for each of the four elements that make up a heuristic. The goal, benefit, constraint and change.

Before describing each of these elements it is important to point out that their selection and definition are such
that as to ensure that the special qualities of heuristics are preserved. We previously mentioned that being fallible and possessing a general application condition were inherent properties of heuristics and it is the general application condition that must be ensured in the formal representation.

We achieve this generality of application condition in two ways. The first is a general guideline to be followed when specifying a heuristic. The guideline states that “Each heuristic should be given the minimal possible constraints.” This guideline helps to remind and ensure that when capturing heuristics, they must be kept as generic as possible by not limiting the conditions under which they can be applied. The second method we use for ensuring the generality of the application condition is a function of the way in which we describe the goals of a heuristic. We will describe this in more detail in the following section.

4.1. Modelling goals

The first element of our heuristic that we need to model formally is the goal of the heuristic. In our case this is very straightforward. As we are using our heuristics to improve system architectures, specifically the non-functional qualities of those architectures, then the goals of our heuristics are those non-functional qualities the heuristic affects. To make these goals both formal and practical, however, we need to refine this further.

Non-functional qualities are often talked about in terms of their generic names such as reliability, security, maintainability, etc. Unfortunately, these terms are often poorly defined and have a different meaning depending on the context of their use. Their meaning can even change from system to system [21]. This renders these generic non-functional qualities unusable in describing the goals for our heuristics. The reason for this is that the ultimate use of our heuristics is to provide a mechanism for changing an architecture within an optimisation process. For any optimisation process to work you must be able to measure and evaluate those properties which you are trying to optimise. Without a standard definition for non-functional qualities this becomes impossible.

Fortunately, there is a simple and highly effective mechanism by which we can define formal and measurable goals for heuristics whilst still aligning them with non-functional system qualities. In reality when we try to measure non-functional qualities what we are actually doing is collecting metrics and then mapping these metrics onto non-functional qualities. Effectively this makes non-functional qualities a composite measure of the metrics within the system. Take for example the metrics mean time between failure (MTBF) and mean time to repair (MTTR). These metrics can be combined into a single measurement that can be used to describe reliability and maintainability respectively. There is not, however, always an obvious mapping from metrics to non-functional qualities. In the case of maintainability, MTBF and MTTR may not be the only factors that determine how “maintainable” a system is. Determining the maintainability of the system may also need to consider the cost involved in the maintenance. A system may in fact be far less “maintainable” if the time to repair the average failure is very short but the cost of doing so exceeds the budgetary constraints under which the system must operate.

What this means for our formal model of heuristics is that if we use metrics as the basis of our formal model of a heuristics goal we gain some very distinct advantages. Firstly, defining metric based non-functional qualities for the goal gives us a common agreed upon and measurable “property” that should not change its meaning from system to system. Secondly, by allowing metrics to be mapped onto different non-functional qualities as they relate to the system we create a very powerful mechanism under which heuristics can influence a varied number of non-functional qualities without any need for modification or re-specification.

It is this second point that also helps to ensure that we are maintaining the generality of the application condition required by heuristics. As metrics may have flow-on effects to a number of non-functional qualities, expressing the goal of a heuristic in terms of a metric gives it the potential for a wider range of effect. Furthermore, by limiting the goal of a heuristic to a simple identification of metrics we eliminate the risk that other more complex goal specifications would put too stringent a condition on where the heuristic could be applied.

Finally, by using metrics to define the goal of a heuristic we gain a very simple and easy mechanism by which to categorise it. By categorising heuristics by the metrics they are believed to effect, they can easily be found and selected by the guidance mechanism of the proposed optimisation framework when it is looking to optimise a specific non-functional quality.

Given all this, our formal model for the goal of the heuristic is a list of metrics. The metrics in this list are those metrics which the heuristic is expected to give a “positive” improvement for that metric. Positive improvement is defined as movement in the metrics value towards an ideal value, thus for metrics with “lower is better” values, such as MTTR, positive improvement means a negative or lower value for the metric.

4.2. Modelling benefits

Defining the benefit of a heuristic, namely an expected measure of what level of improvement the heuristic should have on its goal metrics, is a difficult task. This difficulty is exacerbated by the very nature of heuristics.
Heuristics by their very nature are often simply statements of an action with a positive outcome. As such they often contain little or no information as to what degree of improvement can be expected through their application. Despite this there is a very important reason for wanting to include benefit details in a formal model of heuristics.

Defining a benefit of a heuristic allows us to differentiate between heuristics with the same or similar goals. Being able to differentiate between heuristics in this manner is critical to their use in an optimisation process. Consider the situation where a system has been under optimisation for some time already and the only quality left that has not reached its optimised target is reliability. Let's assume that we have two heuristics that purport to improve reliability, one by 50%, the other by 10%. If for the sake of this demonstration we assume the following (although these assumptions may not hold for all heuristics, as it is possible that they may hold for some it is important to consider them):

- A heuristic with a greater benefit implies a greater change to an architecture; and
- The greater the change to an architecture the greater the likelihood that it will effect other metrics, potentially negatively.

Then it follows that the greater the benefit provided by a heuristic, the greater the likelihood that it will negatively effect other metrics or qualities. In this situation, where the system has already been optimised to a high degree it becomes highly desirable to apply those heuristics that will provide a benefit without disturbing or compromising the optimisation effort already undertaken. It is for this reason that it is important our heuristic model provides a mechanism to differentiate heuristics based on their expected benefit.

Formally, we define the expected benefit of a heuristic in two ways. We state that the expected benefit of a heuristic may either be relative or absolute improvement. Relative improvement indicates that the benefit arrived from applying the heuristic is in some way “relative” to the system that existed before it. For example a heuristic that places a second server in parallel with an existing server for load balancing could claim that it expected to reduce processor load by 50%.

Conversely absolute improvements indicate that the expected benefit is fixed. This type of expected benefit is often a reflection of a “replacement” type change, where one element in an architecture is swapped for another with different properties. One example might be a heuristic that specifically removes one type, or brand, of server and replaces it with another type where the difference in MTBF between both types is known.

4.3. Modelling constraints and changes

When considering the constraints and changes captured within a heuristic it is helpful to examine them together as their use is tightly coupled. The constraint of a heuristic identifies what must be present in an architecture before it can be applied, whilst the change describes what manipulations the heuristic makes to an architecture in order to try and achieve its goal.

In a heuristic both the constraints and the changes may be classified into either property or structural constraints and changes. Structural constraints describe what architectural structure must be present before the heuristic can be applied. Whilst the property constraints describe what properties those architectural elements present in the structural constraint must have. Similarly structural changes describe the way in which the heuristic changes the structure of an architecture and property changes describe the way the properties of the elements within the architecture change.

These similarities allow for us to vastly simplify the treatment of constraints and changes. Furthermore, there are enough similarities for us to use a common method of representation for both the constraint and the change.

Formally, we represent both as an architectural model or slice. The constraint slice contains the model of what architectural structure, including its associated properties, must exist before the heuristic can be applied. The change slice represents what the constraint slice should be after the heuristic has been applied. Essentially, the constraint of a heuristic has become the pre-condition of its application whilst the change description is captured through the combination of the pre- and post-condition. Each of these slices can be described by a formal model of an architecture, and in fact the same formal model may be used for both. The model we use to describe these is outlined in the next section.

5. Formal architecture model

As already discussed a common architecture model provides for a simplified description of the constraint and change elements of the heuristic. Producing a formal model flexible enough to describe all possible heuristics, however, requires that our model be able to model an architecture in full.

As such we began by identifying which elements, and the relations between those elements, we would be required to model. Using the commonly accepted notion of an architecture put forward by [19, 20], we have identified the following architectural elements:

- Component
- Connection
• Port

We also have the following relationships between these elements:
• Parent-child relationship; and
• Port-to-Port bindings.

We are able to capture all of these elements and relations using graphs. The nodes of a graph are used to represent the architectural elements (components, connections and ports) and the edges represent the relationships between the elements (parent-child and port-to-port). This simple graph representation captures the structure of an architecture, however, it is not complete as it fails to capture the properties of those elements that make up the architecture. e.g. The cost of components, the speed of network links, etc. To capture these properties we need to use an extension of graph theory that allows us to assign properties, or attributes, to the nodes and elements in the graph. There are a number of existing methods available to do this [9]. With the inclusion of the element properties we now have a representation with which it is possible to represent not only an architecture but also the constraints and changes of heuristics.

Although a full description of the architectural model is beyond the scope of this paper, the following is an introduction to the basic structure of the model. Formally, we state the model of an architecture \( A \) is fully described by the following:

\[
A = (\Psi_A, \Upsilon_A, G_A) \tag{1}
\]

Where:

\( A \) = The architecture model
\( \Psi_A \) = The set of property relations \( P \) for graph nodes
\( \Upsilon_A \) = The set of property relations for graph edges
\( G_A \) = The graph with the architectural structure

All architectural elements within an architecture, that is the components, connections and ports, may have properties associated with them. Each element has a property relation (2) which captures these properties as name and value pairs. The set of these relations for all elements in the architecture model is \( \Psi_A \).

\[
P : n \rightarrow v \tag{2}
\]

The relationships in an architecture model do not have properties in the same sense as architecture elements. It is, however, useful and desirable to allow certain “properties” to be specified for these. We use the same property relation (2) to store their properties and \( \Upsilon_A \) is the set of all these property relations.

The graph (3) stores the structural model of the architecture. The vertices, or nodes, representing the architectural elements are \( V_{G_A} \), with the graph’s edges being \( E_{G_A} \). The mapping of edges to their source and target nodes is achieved through (4).

\[
G_A = (V_{G_A}, E_{G_A}, s_{G_A}, t_{G_A}, \psi_{G_A}, v_{G_A}) \tag{3}
\]

\[
s_{G_A}, t_{G_A} : E_{G_A} \rightarrow V_{G_A} \tag{4}
\]

Finally we include mappings from the graph’s nodes to their associated property relations (5), as well as from the graph’s edges to their property relations (6).

\[
\psi_{G_A} : V_{G_A} \rightarrow \Psi_A \tag{5}
\]

\[
v_{G_A} : E_{G_A} \rightarrow \Upsilon_A \tag{6}
\]

6. Example

To demonstrate how representing heuristics in this manner can work we will use an example taken from the real world. We present the example as the specific version of a more general change. Although this may seem counter intuitive to the notion of a heuristic it greatly simplifies the example and a full example of general heuristic specification is beyond the scope of this paper.

The following example is taken from a real system and the heuristic was derived from existing knowledge concerning system development. For privacy reasons identifying details have been removed.

The aim of the ACME Training Project was to integrate a number of different training systems located in a range of different locations. The most significant problem facing the project was that the systems to be integrated came from a range of different pedigrees and indeed utilised a number of different data formats and protocols. A survey conducted at the start of the project identified 20 systems, located in 8 sites and that used 5 different protocols to communicate.

An examination of the different protocols used by the systems found that they were amenable to translation between one another. Consequently it was decided to employ a number of translation gateways to convert between the protocols. The original design for the project called for these gateways to be present at every site to translate the communications before being sent over the wider network.

This use of many separate gateway resources is a reflection of a common problem facing distributed system design. That is “What is the correct balance to achieve between centralised and decentralised allocation of resources and infrastructure?” This problem arises in a number of domains including network design and management[4], distributed processing [13] and security [3]. As a common problem
there exists some knowledge that we take from these domains and capture as heuristics.

For our example we will focus on the concept that centrally located resources reduce costs. Our first step is to state this concept, or “heuristic”, in terms of the domain of our problem. In the case of the ACME Training Project we can summarise the heuristic as follows:

The cost of a system can be reduced by replacing separate distributed translation gateways with a common, centralised one.

Figure 2 gives a graphical summary of how we might expect this sort of transformation to be represented in the structural model of a system.

Using these summaries as a starting point we can now proceed to specify each of the elements of the heuristic formally. As identified in Section 4 we need to specify:

- the Goal
- the Benefit
- the Constraint, and
- the Change.

6.1. Goal

The first element specified formally is the goal of the heuristic. In practice when determining the goal of a heuristic, or the benefit for that matter, often these will simply be a statement of opinion. This is because the heuristics will be captured from experts and it is their intent and rationale for using a heuristic that we are trying to capture. That said, there is a possibility in the future that the metrics which a heuristic could effect may be able to be determined by examining the change itself.

In the case of our example it is clear that from the statement of the heuristic above we hope to improve the cost of the system. In reality, many heuristics can be expected to effect more than one metric and it is useful to try and express them all. However, to simplify this example we will only consider cost. So formally we specify the goal as “cost”.

\[
\text{Goal} = \{\text{Cost}\} \quad (7)
\]

6.2. Constraint

To formally capture the constraint of the heuristic we have to capture its pre-conditions. In this case looking at Figure 2 we can see that the left-hand side of the figure represents the pre-condition of the change. It contains the elements we expect to exist within an architecture before we would apply the change, and how they should be connected. Using this summary as a base we can enrich its description to meet our formal needs.

We begin by modelling the structure of the architecture that will serve as the constraint and assigning identifiers to all the elements. Figure 3 shows the beginning of this process (identifiers have been left off the ports for brevity).

With a little examination it can be seen that nodes 1, 4 and 6 reference the “sites”, 2, 5 and 7 are the “systems”, and finally 3 and 8 are the gateways. This type information, as well as the other properties of the elements is formally represented as a property list. For example 3 would contain a property list such as the following:

\[
\{\text{id} \to 3, \text{type} \to \text{“Gateway”}, \text{cost} \to \$49000\} \quad (8)
\]

6.3. Change

As stated previously, the change of a heuristic is captured by describing the pre- and post-conditions of the transformation. As we already have the pre-conditions described as the constraint (Figure 3), all that remains is to describe the post-conditions.

The simplest way to go about constructing the post-condition graph for a heuristic is to start by taking a copy of the constraint graph. Using this copy we manipulate the
6.4. Benefit

Estimating the benefit provided by this heuristic, that is what reduction in cost can be expected, is a difficult task. Primarily this is due to the many different factors that can affect it. We don’t, however, need a perfect prediction of the expected benefit but only an estimate. Which means we can use a much simpler measure of the expected cost savings.

We do this by specifying the expected benefit in terms of the change being applied after the constraint is matched. That is, we use the constraint or pre-condition of the heuristic to tell us what the expected benefit will be. This is why we have left specifying the expected benefit till last.

If we drastically simplify our heuristic to the point where we consider it as replacing two gateways with one it becomes obvious that the cost saving implied is the cost of one gateway. Referring to Figure 3 we can pick either of the gateways being removed 3 or 8 to be the basis of our benefit estimation. Letting 3 be gateway we can state:

\[
\text{Benefit} = \text{propertyValue}(\text{gateway}, \text{“cost”})
\]  

(9)

This expresses the expected benefit, the reduction in cost, of applying the heuristic is directly related to the properties of 3. Or more accurately, the cost reduction will be equal to the cost of the gateway in the architecture to which 3 maps to when the heuristic is applied.

6.5. Applying the heuristic

Now that we have a complete formal description of our heuristic we can apply it to the architecture of the ACME Training System. To do this we take a model of the system architecture and apply the heuristic wherever possible.

As the task of searching a graph for matching conditions to identify where a heuristic may be applied is not a simple issue we use a tool designed for this very purpose. AGG [9] is a tool designed for performing graph transformation on attributed graph grammars, and uses a single pushout (SPO) internally, making it is ideal for our purposes.

Using AGG a graph was created to model a simplified version of the ACME Training Project system architecture. We simplified the model to only include details of the
locations, systems and gateways present. This simplification is necessary as the size of the graphs can be very large and very time consuming to process. Even after simplifying the model the final graph still consisted of approximately 400 nodes and edges. With the model in place we iteratively applied the heuristic transformation and examined the results.

The first iteration found a match for the pre-condition of the heuristic and applied it to centralise the gateways matched. An evaluation of the resulting architecture showed that the total system cost had been reduced by approximately $20,000. This naturally corresponds to the cost of the gateway that was removed. The second iteration matched gateways using a different protocol to the first iteration. When these were centralised a further saving of $35,000 was achieved. The increased saving was due to the increased cost of the second set of gateways which were more expensive due to the complexity required in their operation.

On the third iteration no further matches where found. An investigation as to why a match couldn’t be found revealed an interesting fact about the system that had been initially overlooked. Although the initial audit identified a considerable number of different protocols and systems when we examined the system architecture in detail we found that particular locations tended towards using the same protocols. This was not, however, due to any intentional design, but rather a chance coincidence. As a result there were in fact only two locations that required different types of gateways, both of which were those identified by our heuristics.

Despite the limited number of iterations in which we were able to apply the heuristic to this system, we were still able to “improve” the design of the system with respect to its cost. Which was the aim of the example.

7. Further work

One of the outstanding issues that hasn’t been finalised is how to support variable, or what we are calling “tuneable” heuristics. These heuristics have the characteristic that their application can be varied to “tune” the effect they have on an architecture. For example, a heuristic that creates additional processing components in parallel to reduce load could be “tuned” by specifying the number of additional components to add. This level of control would be hugely advantageous in an optimisation process.

Implementing this in a formal manner poses some distinct difficulties. Currently we are working with sub-graphs within the constraint and change specifications that we hope could potentially be replicated a given number of times to provide this ability.

Also, given the considerable size of the model and graphs involved we have begun work on a suitable mechanism for creating “short-hand architecture graphs”. These graphs allow the architecture to be described succinctly and then transformed into the full formal graphs required for the optimisation process.

8. Conclusions

Heuristics have long been used to embody the capturing of human expertise and experience. In this paper we have put forward a notation by which they can be represented formally for use in optimising the non-functional qualities of system architectures. Furthermore, we have shown how the proposed notation can be used in the automatic transformation of architectural models to effect the change embodied within heuristics.

Using a framework consisting of goals, benefits, constraints and changes as a base we constructed a formal representation of heuristics. This representation uses graphs to model architectures and architectural structures. These graphs in turn are used to capture the pre- and post-conditions of the changes implied by the heuristic. Category theory then allows us to use these to effect the transformation of the architecture using single pushouts.

Finally, our example showed that a heuristic represented in this manner can be used to transform architectures in a valid, formal manner. It also demonstrated that these transformations, these applications of heuristics, were able to produce an improved design.
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Abstract

We present an application of a modeling method for distributed systems to a case study of mobile phone camera functionality based on an existing implementation. The modeling method, Lyra, utilizes formal definitions, in this case UML2 state machines, for behavior. We observe the industrial application of the models, for instance modeling conventions and tool support needed to enable it, and the application cases of model based testing and illustration of system properties.

1. Introduction

The development of complex distributed systems benefits from using multiple kinds of analysis, for example, performance analysis and simulation. Currently, a common practice is to create a separate model for each purpose. We see two possible problems with this. First, if the system specification is informal, it may be interpreted in multiple ways, resulting in possible inconsistencies between results. Second, even if the specification is formal, the derived models do not necessarily have a well-defined relationship with the specification. To avoid these problems, we apply Lyra [11], a method for specifying distributed systems.

The specification in Lyra includes a description of the behavior of the system, in addition to definitions of interfaces between the components of the system. The behavioral description is structured in such a way as to allow straightforward linking of functional requirements to the behavioral description. The specification is created stepwise in a top-down fashion, starting from services to the user of the system.

The goal of the work was to study the use of the Lyra method for modeling of systems and their functionality for specification purposes, including executing the models in a simulator to aid system validation. Another goal was to construct the models in such a way that they could be used also for other purposes. The system used for this case study is the S60 software platform and its camera functionality. The produced models were used for a model based testing trial. In this paper we concentrate on describing the modeling of the system.

The rest of the paper is organized as follows: in Section 2 we present an overview of the Lyra method. In Section 3 we describe the modeling activity for the camera functionality and the results. Section 4 concludes the paper.

1.1. Related Research

Large industrial case studies on modeling, testing and verification by means of hierarchical state machines are reported by [1, 2, 4, 13, 15], of which [2] is the closest to our work: the process of modeling is accepted to have goals that may be poorly compatible with the goal of testing or verification. The testing approach [1] is the second closest: testing is inherently quite tolerant of the above-mentioned “other goals”. The articles [4, 13, 15] consider formal verification and contain results that should encourage software engineers to take formal verification as seriously as hardware engineers have done all along.

1.2. Preceding Application Research

Lyra has been used in two case studies, modeling a 3GPP protocol system [10], and SpaceWire interconnect [9]. Both case studies focus on modeling protocols, making this case study the first to apply Lyra to modeling of software architecture. Both the 3GPP and SpaceWire case studies outline
some possibilities for verifying the models, a subject which is not considered in this work. The 3GPP model is used as an example case also for studying the criteria for consistency of model refinement in [12].

2. Lyra Method

Lyra is a rigorous design method developed at Nokia Research Center for development of communicating and distributed systems [11]. Modeling of systems with Lyra is service-oriented, independent of languages and built on top of formal methods. Produced models are executable, by which we mean that the models are detailed enough to run on the execution platform chosen for the purpose. For example, in the case of the S60 camera model, the execution platform is the simulator in the Tau tool.

Application of the method produces different kinds of views to the system1: Functional architecture describes in high level what a system can do in a platform and implementation independent manner. This description includes what are the services that the system provides, how the services are decomposed into functional service components, and what are the relations between service components within the system, and relations to services external to the system.

Platform architecture describes possible targets for service deployment by specifying what are the system components that a system consists of and how they communicate. The abstraction level of the system components depends on the application domain. For example, the system components can be network elements in a cellular network architecture, software and hardware in a device architecture, or software components in a software architecture. The system components can also be composed of components, and therefore are systems at a more detailed level of specification.

Logical architecture describes one possible deployment of the service components over a certain platform architecture. The abstraction level of the logical architecture is dictated by the related platform architecture.

Lyra has four iterative design phases, illustrated in Figure 1, to produce these different views: The Service Specification phase (SSp) describes the services provided by the system and the users of the services. A provided service is described by specifying how to access the service via Provided Service Access Point (PSAP) and what is the externally observable behavior (PSAP Communication) of a service via the PSAP. This phase produces the starting point of the functional architecture.

The functional architecture of the system services is defined in the Service Decomposition phase (SDe). System level services are decomposed step-wise into a set of service components. The interfaces and behavior are refined in parallel in each decomposition step while keeping the externally observable behavior consistent with the service specification. Execution control behavior of service components specifies how the service components are orchestrated to produce together the provided service. In addition, the use of external services via Used Service Access Points (USAPs) is specified (USAP Communication). The end result of this phase is the functional architecture of the system.

In the Service Distribution phase service components are deployed over system components. This may result in further decomposition of the service components. Execution control of the service is distributed with the service components, but the system wide execution control remains the same as in Service Decomposition phase. The end result of this phase is the logical architecture of the system (in some abstraction level).

In the Service Implementation phase a logical architecture of a system is adapted to a more concrete platform architecture. Abstraction level can still be quite high, for example, in the case when the adaptation states how logical communication between cellular network nodes is realized using communication protocols over some communication media. On the other hand, the abstraction level can be close to real implementation, for example, in the case when logical communication interfaces between software architecture components are mapped to programming languages and implementation frameworks. It is this mapping that provides an unbroken linkage from services specified in high abstraction level to an implementation in software and hardware.

The worst-case computational complexity of checking consistency of a refinement step in Lyra is “explosive”, as can be concluded by looking at [8]. The current practice of Lyra ignores the complexity by assuming the following simple scheme for detection of inconsistent refinement steps: state spaces of “bounded versions” of behavioral descriptions are compared w.r.t. an appropriate behavioral equivalence or preorder. “Checking refinement consistency instead of guaranteeing it” occurs in [5, 6] and in many other papers, up to the extent that it is somehow beyond the scope of the present paper to try to find a reference where everything in the refinement would really be based on a disciplined way of transformation.

2.1. Mapping Lyra to UML2

The Lyra concepts have been mapped to UML 2.0 [11, 18] so that definitions can be presented in a standard fashion. Use of tools is necessary if one wants to construct consistent and complete models for industrial use. We used Telelogic TAU G2 [17], as it was the only tool at the time.
providing all necessary capabilities needed to express Lyra
models.

The Lyra concept of a service is represented as an ac-
tive class [18] containing a state machine which specifies
the externally observable behavior of the service. The ser-
vice components are represented as state machines in ei-
ther a composite state or in an active class. The system
components and platform elements are represented as ac-
tive classes containing services. The communication be-
tween services is performed through ports which are stereo-
typed according to the type of communication (e.g. PSAP
or USAP communication).

The state machines used to specify the behavior of the
service have a rigidly specified structure. The PSAP Com-
munication state machine specifies the externally observ-
able behavior on the PSAP. The composite states corre-
spending to the service components contain in SSp phase
only a non-deterministic choice for the outcome of the ser-
vice. In SDe phase, the service components are decomposed
to specify the necessary steps in implementing the service
that the service component provides. The refinement results
in creation of additional state machines under the com-
posite states, namely Execution Control and USAP Commun-
ication state machines. The Execution Control state ma-
chines control the execution of the new service components
arising from the decomposition. The USAP Communica-
tion state machines specify the externally observable behav-
or on the USAP.

2.2. Uses for Lyra Models

The model elements describing interfaces and behavior
of a system are suitable attachment points for requirements.
Furthermore, the models allow early observation of the sys-
tem behavior and also the development of related specifi-
cations such as use cases and test purposes. For instance, the
advantage of traceability is seen in being able to observe
functional requirements reflected in the proper system con-
text in the model based testing exercise (see Section 3.7).

3. Modeling the S60 Camera Software

S60 is a software platform for mobile devices [14]. The
Figure 2 shows one view of the S60 platform [7, 16]. The
Applications and S60 specific UI implementation layers lay
on top of the Generic Symbian UI Framework and Ap-
plication services layers. Below are basic OS services to-
gether with hardware platform specific Hardware adapta-
tion. These layers can be considered as Lyra system compo-
nents, i.e. the elements of a Platform architecture.

In our example we reverse engineered a part of the cam-
era system containing the still image capture functionality.
Figure 2 shows the functional architecture of the modeled system (see Section 3.3) and the logical architecture resulting from mapping the functionality onto the given platform (see Sections 3.4, 3.5 and 3.6).

3.1. Model Development

If several people are to work together modeling a system, some practical issues need to be tackled in addition to the actual modeling activity. For example, the developed model needs to be partitioned in such a way as to allow parallel work and version control on the model.

The objective of cooperative use mandates some kind of partitioning of the model to identifiable objects that can, for instance be version controlled and have ownership properties. The ownership attributes are intended to hold information about authority over the modeled properties, and about responsibility toward users. The version information also allows the identification of releases of the model in development activities.

There is a clear tradeoff involved in the partitioning: a partitioning which is most suitable for version control is in our experience not easily understandable. On the other hand, a partitioning which presents the information in a model in a clear and understandable manner is not suited for version control. A solution to this problem is to generate the necessary views by scripts in the tool. Thus, the model can be partitioned in a suitable way for version control, and the scripts used to provide views illustrating the needed aspects of the system.

The system model is created by composing individual models without transformations. The approach has the limitation that the facilities of one language must be expressive enough to cover the interesting subjects of the modeled system. Model transformations are here applied only between modeling domains, for instance requirements to functions to testing. Furthermore, when using modeling tools, the composition requires that the components are modeled with such a structure that they can be nested, for example.

The validation of a composed model becomes also important considering the change over time and configuration, both on the level of a single component and the composed model. The means to validate have to extend also to the model contents, that is, some elements have to be in place to ensure consistency according to the contents and convention after changes.

3.2. Interaction between Model Components

All communication between components of a model is modeled as asynchronous message passing, as function call based communication is difficult to use with state machines. However, function or method calls in programming languages can be simulated with asynchronous communication by accepting other signals only after receiving the signal modeling the return from the function. Such simulation is best to encapsulate in separate adaptation components in Service Implementation phase.

The used signals are divided into four classes: request, confirmation, failure, indication, and response, and signal names are postfixed with req, cnf, fail, ind, and rsp, respectively. The request signals are used to ask for a service, and the response is either a confirmation (success) or failure. The indication is used when a service sends a signal to the service user without an explicit request. The user can respond to an indication with a response.
3.3. The Still Image Capture Functionality

The modeling starts with a domain model describing the services that the system offers, and the users of the services. We have restricted the behavioral modeling to the still image capture case. The model represents the actions a user can initiate. It is not a model of the actual physical user interface, nor a model of software implementation.

There is only a single type of the user, the human user. The main functionalities modeled are starting the camera, capturing an image and stopping the camera. In addition, different adjustments (e.g. zoom and brightness) are modeled, as is the standby mode which is entered if the user is idle long enough. There is one external service that the still image capture functionality uses, namely the File Service.

The domain model is formalized in a communication context diagram. Our system communicates with the user via the PSAP port and with the FileService via the FileService_USAP port.

After creating the domain model, PSAP interfaces are defined for each service offered by the system. In our case the PSAP interfaces represent the human user’s actions and the software’s responses to them. For example, the StartCameraReq() signal models the starting of the camera. The StartCameraCnf() models the appearance of the viewfinder and camera controls. StartCameraFail() models the error message displayed if the startup fails.

During the Service Decomposition phase the StillImageCapture functionality is decomposed into smaller service components as shown in Figure 5. These service components show up in the PSAP Communication state machine of the service as composite states. The Figure 7 shows an example of the state machine structure, showing the Execution Control of the StartCamera service component, and the USAP Communication of the PowerOn service component.

3.4. The Camera Application System Component

In the Service Distribution phase the still image capture functionality is deployed over platform architecture elements. Our system component division was based on the S60 SW Platform architecture shown in Figure 2.

The Camera Application system component resides in the Applications layer. It contains the PSAP communication of the StillImageCapture service and use of the FileService. Hardware platform dependent part is encapsulated in the Onboard Camera system component (see Section 3.5). Camera Application uses the services provided by Onboard Camera.

3.5. Symbian Onboard Camera System Component

Symbian Onboard Camera API is an interface for controlling simple, onboard, digital camera devices. It allows capturing of still and video images. The Symbian OS provides the ECam component, defining the API, and the hardware provider must implement a software component that provides the real implementation of the API functionality.

The Symbian Onboard Camera system component contains the HW specific functionality of the Still Image Capture functionality, for example, what are the real actions needed when reserving a camera. In the Service Implementation phase the abstract communication between the Camera Application and Onboard Camera system components is refined toward the C++ level member function calls, Onboard Camera API. The domain model of Onboard Camera API in Figure 9 shows the main control interface and the call-back observer interface.

The model of the Onboard Camera API follows closely the actual C++ implementation of the API. This 1) shows how a low abstraction level model can be integrated to model of higher abstraction level 2) enables study of modeling near implementation level 3) lays groundwork for further study of generation of implementation documentation and even parts of the implementation from the model. The excerpt of the interfaces shown in Figure 8 shows how the C++ method calls were modeled using the signal naming conventions presented in Section 3.2.

3.6. Symbian File Server System Component

Symbian File Server provides operating system level access to local (ROM, RAM & removable media) and installable (e.g. remote) file systems.

The File Server component is abstracted from the quite complex interface provided by the Symbian into a simple interface that just provides basic services (like open, close, read, write, rename and delete.) This high abstraction level is selected because 1) it provides enough services for camera application model 2) it allows study of integration of a high level abstraction level model to lower level models 3)
Figure 3. The relation of the Domain Model and the Communication Context diagram

Formalization of Domain Model in a Communication Context diagram

Figure 4. Part of the interface definition for Camera Application

interface I_to_Camera {
    signal StartCameraReq(part StartCameraReqPar);
signal SetZoomReq(part SetZoomReqPar);
signal CaptureReq(part CaptureReqPar);
...
}

interface I_from_Camera {
    signal StartCameraCnf(part StartCameraCnfPar);
signal StartCameraFail(part StartCameraFailPar);
signal SetZoomCnf(part SetZoomCnfPar);
signal SetZoomFail(part SetZoomFailPar);
signal CaptureCnf(part CaptureCnfPar);
signal CaptureFail(part CaptureFailPar);
...
}

Figure 5. The Functional Decomposition of the still image capture service

Creation of more detailed model would have been hard without detailed information of internals of Symbian File Server. The domain model of File Server is shown in Figure 9.

3.7. Model Based Testing

In order to evaluate the applicability of Lyra models for testing purposes, the S60 model was used in a model based testing case study. The model can be used for testing by refining them by adding information about correct parameter
values. In addition, a tool infrastructure that can use system models (as opposed to test models) for testing is needed. Our model based testing trial used Conformiq Qtronic [3] pre-release tool as the testing tool. The needed workload to
interface I_on_Board_Camera
    signal NewLReq(part NewLReqPar);
    signal CameraInfoReq(part CameraInfoReqPar);
    signal ReserveReq(part ReserveReqPar);
    signal PowerOnReq(part PowerOnReqPar);
    ...}

interface I_from_Camera_Observer
    signal FrameBufferReadyInd();
    signal PowerOnCompleteInd();
    signal ReserveCompleteInd();
}

interface I_on_Camera_Observer
    signal FrameBufferReadyRsp();
    signal PowerOnCompleteRsp();
    signal ReserveCompleteRsp();
}

Figure 8. Partial interface definitions for the Onboard Camera component. The parameter names have been left out from the observer interfaces.

Figure 9. The domain models of File Server and Onboard Camera components

refine the models was manageable, and could probably be automated to a large extent.

3.8. Experiences in Modeling

When the Lyra method is used to reverse-engineer an existing system (not designed with Lyra), the mismatch of architecture abstraction levels, especially on behavior description, causes extra complexity in model. One shall identify what complexity comes from the modeled functionality itself and what comes from the selected implementation mechanism and then model those separately. Thus, the majority of problems were due to insufficient separation of different abstraction level concerns in the model.

We did not produce abstract service specification level description for the Onboard Camera, but started instead the description of the functionality by reverse engineering the existing Onboard Camera API. As a result the USAP communication level of the service components in the Camera Application system component became more complex than needed. Instead we should have specified all the interfaces between service components in an abstract level and then only during the Service Implementation phase deal with C++ level details. Furthermore, the details should have been separated from the core functionality by encapsulating them in their own service components.

Solving modeling problems in the applied language and tool constituted a significant part of the work. This indicates the importance of evaluating any prospective tool with the actual model contents and conventions.

Telelogic TAU G2 model execution environment has its own built in scheduler. While this scheduler can be replaced, doing that is not always practical. Trying out the model and tests with different schedulers could ensure that the model has no weaknesses because of assumptions of the scheduling of processes.

The tools should be tailored for use with a method in order to increase productivity. The tailoring includes e.g. automation of repeated modeling tasks and good integration with other used tools.

The guidelines for modeling, concerning e.g. the structure of the model, were developed during the case study. Even though model validation was not attempted during the case study, we identified a need to automatically validate the models against the method rules and conventions. Automatic update of models to reflect such changes in a reposi-
4. Conclusions

We modeled the S60 mobile phone software with the Lyra method. The resulting model was used in a model based testing trial, demonstrating that Lyra models have also other uses besides system specification. Using the method with UML2 led to the conclusions that the method can be used to produce models with variable level of detail, and that the concrete use cases should be applied in selection of the language and tools. So far the results are positive with applying the method, but we cannot conclusively state that the modeling language constructs fit without problems to all domains. Further studies can show this.

The method, as devised, is especially suited to modeling starting from the problem statement of the system. However, reverse-engineering existing systems can be beneficial if done at a high enough abstraction level. Then, the models constructed in Service Specification and Service Decomposition phases describe the essential functionality. The functionality is then mapped to a concrete implementation platform in Service Implementation phase.

Applicability of the models can be further studied, for instance, for analysis to verify selected system properties, and to validation of models by model checking mechanisms.

In practice, the Service Specification phase models of the components were felt to be most useful. They specify the protocol for service usage unambiguously with a PSAP Communication state machine, serving as a communication aid for the creators and users of a component. Furthermore, as the Service Specification phase models only describe the externally observable behavior of a service, the models are kept small and easily understandable.
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Abstract

The field of optimisation covers a great multitude of principles, methods and frameworks aimed at maximisation of an objective under constraints. However, the classical optimisation cannot be easily applied in the context of computer-based systems architecture as there is not enough knowledge concerning the dependencies between non-functional qualities of the system. Our approach is based on the simulation optimisation methodology where the system simulation is first created to assess the current state of the design with respect to the objectives. The results of the simulation are used to construct a Bayesian Belief Network which effectively becomes a base for an objective function and serves as the main source of the decision support pertinent to the guidance of the optimisation process. The potential effects of each proposed change or combination of changes is then examined by updating and re-evaluating the system simulation.

1. Introduction

The ongoing increase in the complexity of common computer-based systems is evident from such trends as rapid growth of the application server market and fast acceptance of aspect-oriented programming. These new technologies and methods are aimed at dealing with unexpected behavior which emerges when large sets of functional elements are integrated to form a single system. These problems may be caused by the structural properties of the overall system or by the faulty assumptions made during creation of individual elements.

As such it has become important to make systems that not only conform to their functional specification, but also possess an array of non-functional properties which may vary depending on their application domain.

Additional complications arise in cases when the desired non-functional properties are in conflict with each other. Consequently, it is imperative to ensure that the process of system design possesses faculties to manage such conflicts and prevent any single non-functional quality from taking overwhelming precedence over others.

In previous work [16] we proposed a framework for system design, which is based on heuristic approach to design and optimisation. By choosing to build the process of optimisation around iterative application of heuristic-encoded design decisions we propose that it will be possible to find a solution which represents an optimal compromise on competing system qualities. An brief overview of the framework is presented in Figure 1 below.

![Figure 1. Overview of heuristic-based optimisation framework](image-url)
used by the “Heuristic Selection” module to find a heuristic most likely to improve current architecture. At the next step of the process the change described in the chosen set of heuristics is affected and the outcome is verified to functionally correspond to the original system by the “Architectural Refinement Verification” [7]. Finally, before the loop-back the resultant architectures are evaluated with respect to the original goals and made available to the guidance component via the solution pool.

The idea is to make the proposed process extendible by allowing incorporation of various, possibly domain specific libraries of heuristics as well as addition of evaluators to the “Quantitative Metric Evaluation” module. Such approach would allow various modules of the framework to advance with high degree of independence. Additionally, the proposed framework allows for architectural optimisation of the system design at an early stage and would positively affect the cost and duration of the overall development process.

Under the proposed configuration for the optimisation framework the responsibility of dealing with the multitude of available heuristics and metrics is assigned to “Optimisation Guidance” and “Heuristic Selection” modules. Within these modules previously performed steps and their effects on the architecture must be analysed and used to determine which parts of the architecture must be addressed next. Guidance components must also determine the best possible alternative architecture in the current solution pool and which combination of heuristics, when applied, would produce an outcome closest to the desired solution.

The approach used to work out the aforementioned elements of the optimisation framework based around a modelling methodology employing Bayesian Networks as the main decision aid is the focus of this paper. The content is structured as follows: Section 2 provides a survey and overview of related concepts. Section 3 contains details of our proposed methodology and Sections 4 and 5 provides a discussion of conclusions and future work.

2. Architectural Optimisation Framework

The problem of providing meaningful guidance to a process aimed at optimising an architecture of a complex computer-based system can be represented as one of a multidisciplinary design optimisation. In recent times attempts have been made to describe the problem of architectural change as one aiming to fulfill multiple objectives handled by distinct disciplines.

Proposed approaches covered both bottom-up [1] and top-down [12] techniques. In the case of the latter the multiple objective aspect has been addressed from the point of view of possible trade-offs between cost and benefit of the proposed change and possible effect it has on other, potentially conflicting objectives. In our methodology we propose to follow the principles of multidisciplinary approach described below.

2.1. Multidisciplinary Design Optimization

It is an accepted fact that the problems faced by professionals working on designs of such systems as road vehicles or aircraft can be best represented as complex interaction between system parts and physical phenomena best described by various disciplines [14], [13]. Hence, first proposed by NASA [5], the field of Multidisciplinary Design Optimization (MDO) has evolved as a new discipline that provides a body of methods, techniques and some CAD tools to assist engineers in devising a near-optimum system design in multiobjective environment.

The existing MDO methods are based around the idea of decomposition of the design task into two distinct levels: subtasks which can be performed independently in each of the modules and coordination or system-level task.

Original motivation for such decomposition was to satisfy the obvious need to distribute work over multiple groups of individuals, and thus shorten the overall project duration. Therefore the important effect of the decomposition is granting autonomy to the groups of engineers responsible for each particular subtask as well as allowing for the concurrent execution of the subtasks.

Using this philosophy as a guide we tried to determine the best way of classifying various architectural qualities into independent groups within the context of the optimisation process.

Multidisciplinary design optimisation aims to improve the sought after qualities within the system and supports management of trade-offs between the design objectives described by diverse disciplines. To fulfill the requirements of such optimisation in the field of systems architecture we propose a framework based on optimising a design through simulation using heuristic application supported by a Bayesian belief network.

The proposed framework is aimed at operating with two major artifacts: the design of the system in question and a collection of heuristics. The elements of this collection are expected to present options for structural or property changes which can be done to the system design with the intention of positively affecting one or more of its non-functional qualities. The overall aim of this framework is to propose a list of changes which will have a high likelihood of improving the desired non-functional qualities of the system. Therefore, we are seeking a way of classifying the heuristic-encoded system changes with respect to their suitability for optimisation goals.

Traditionally, classification is based around a set of rules, which represent a set of criteria applied to the properties of
the elements in the process of classification. However, in simulation-based optimization, it is the process itself and its optimisation goals that provide the means to determine element suitability. These rules possess a higher degree of complexity and have an iterative character.

In the proposed framework the process of classifying a new heuristic element, not yet examined, would take the following form. If the element is already a part of a collection of architectural modification to be treated as a single modification, then it has to be decomposed and applied within the context of the simulation process to evaluate it, and to see where it falls in relation to previously classified heuristics. Consequently, if a particular heuristic has been applied to the design in question then the simulation has to reflect the change to the design and the optimisation process will be re-run in order to incorporate possible new conditions and constraints introduced with the change.

The notion of optimisation encapsulates issues of identifying best values for a set of decision variables. However, available optimisation methods have difficulty coping with complexities and uncertainties posed by many real world problems, which can be successfully simulated [9]. The need for simulation of optimisation models arises when the designer wants to find a set of model specifications, such as individual or structural available, that leads to optimal performance.

In a situation when a complex system change is considered, the range and number of possible parameter combinations is often too large for designers to simulate. Therefore, they need a method to intelligently guide the search for an optimal solution. However, without simulation, many real world problems are too complex to be modeled by mathematical functions that are at the core of pure optimisation methods. Hence, in order to guide the simulation and enrich the optimisation with an account of the complexities and dynamics of the system, one must resort to a hybrid approach.

The merging of optimisation and simulation technologies has seen growth in recent years [9]. Until relatively recently, however, the simulation community was reluctant to use optimisation tools. However, recent developments in the field of metaheuristics provide a possibility for future integration. The concept of ‘metaheuristics’ refers to a domain of optimisation research which aims to enhance the traditional mathematical approach with methods based on analogs to physical or evolutionary processes [17] as well as artificial intelligence research. The introduction of metaheuristics have enabled creation of optimisation engines capable of employing series of complex evaluations to determine the optimal values for the decision variables [6].

In the proposed framework the role of the bridging element used to represent the knowledge about dependencies, which may be relevant to the task of system optimisation, will be fulfilled by a Bayesian Belief Network (BBN) which are described in greater detail in Section 2.2.

In recent years, there were several attempts undertaken by researchers to represent the knowledge about the relationships between system qualities using BBNs. Gurp and Bosch [22] proposed a variant of such network. SAABNet (Software Architecture Assessment Belief Network) is aimed at helping developers perform qualitative assessment during the architecture design process. Their proposed network is comprised of two types of nodes: one which represents various system characteristics and their interdependencies, eg. component granularity which depends on implementation language and architectural style. Another type of node present in SAABNet serves as a representation for external quality factors such as reliability and useability. The interdependencies between various nodes described by Gurp and Bosch are based on a modified version of McCall’s Factor-Criteria-Metric model.

The operation of SAABNet, as described by Gurp and Bosch, is aimed at providing a set of values which would assist the designer in selecting system properties based on quality goals. The advisory set generated by the system contains the values for architectural characteristics such as interface and component granularity which are highly likely to contribute towards rendering a system which possesses the desired qualities of configurability and understandability.

Additionally, SAABNet can provide the designer with information about variables that will need special attention during the development process as they may carry a lot of dependency relationships [21]. Finally, by examining the causality links between various nodes in SAABNet, the designer can effectively identify possible conflicts and trade-offs which exist in the architecture. All of these applications are necessary for a successful optimisation process.

Another way of looking at the application of BBNs to describe the architectural qualities is proposed by Trendowicz [19]. This new approach differs from SAABNet in the general perspective it adopts in the task of describing criteria-quality causalities in the system. The main feature of the methodology proposed by Gurp and Bosch is that it aims to construct a network which contains all considered system qualities. However, Trendowicz chooses to focus on individual qualities in greater detail.

Both of the aforementioned approaches take advantage of properties of BBNs that make them applicable for quality modeling. The ability to describe complex dependency in a simple graph form with associated probabilities make BBNs configurable to suit the need of an individual system as well as extendible to cover the a domain of system application. Additionally, application of Bayesian probability theory to describe qualitative estimations of system properties intro-
duces the necessary mathematical rigor to the process and creates an opportunity for optimisation.

However, a serious hindrance to incorporation of BBNs into an optimisation process is caused by the assignment of probability values associated with quality dependencies. Existing methodologies propose to define these values through knowledge elicitation and static data examination. However, this creates a possible problem as the likelihood values are skewed by assumptions compounded along the dependency lines. Furthermore, such approaches do not provide adequate facilities to track how the probability values may vary as a result of optimisation-driven change.

2.2. Bayesian Networks

A Bayesian Belief Network (BBN) is a directed acyclic graph that represents a probability distribution [11]. An example of a simple BBN can be found in figure (insert ref here).

The elements present on the graph carry the following meanings:

**Nodes** represent random variables; quantitative probability information is specified in the form of conditional probability tables describing the probability of each possible state of the node given each possible combination of states of its parents.

**Arcs** represent probabilistic correlation between the variables; the presence of an edge (or lack thereof) between two nodes indicate probabilistic relationship.

The main useful characteristic of BBNs is that they provide a method for decomposing a general system-wide probability distribution into a set of local conditional distributions. Once constructed, the topology of the network can be further analysed to determine partial probability distributions pertaining to the chain of causality which may be of particular interest in the current context.

This particular feature of BBNs has some important consequences:

- In large systems where interaction between observed variables are sparse, BBNs dramatically reduce the amount of work required to specify joint probability distribution.
- Localised distribution representation is open to creation of efficient inference algorithms.

However, it should be noted that for large systems involving multiple observed variables which in turn affect multiple qualities, the effort involved in building a static BBN is impracticable from an engineering standpoint. Although large domain models can often be decomposed into a collection of independent smaller networks, it is desirable, for systems that need to address a broad range of problems, to be able to establish the causality links between model nodes dynamically.

The resultant BBN representation of the joint distribution does not possess any generic modularity and therefore is not easily open to reuse in other domains of system application. However, a major advantage of BBN is that it allows mixing discrete and continuous variables to generate a hybrid inference. This is especially useful since software engineers are used to think in the discreet manner even about variables that may be continuous in nature.

The optimisation framework we propose adheres closely to the principles of Multidisciplinary Design Optimisation. Within it, the function of the overall coordination task is performed using information accumulated as part of the Principal BBN described in Section 2.2.1. Furthermore, we propose to achieve decomposition into subtasks using Auxiliary BBNs, which provide information on issues associated with individual qualities or a cluster of closely related qualities described by a single discipline. The BBNs will be used by the framework to identify the probability of obtaining a certain value for a system quality given the evidence collected via simulation or entered by the user. Consequently, the guidance component of the framework will attempt to direct the process of optimisation with the intent to maximise the probability of a better value for the target system quality.

2.2.1. Principal BBN  First one is represented by the principal Bayesian Belief Network (BBN) which encapsulates the main inference relationships which are present in the architecture with respect to the goals of current optimisation. It is built with the same underlying principles used by Gurp. (Insert reference to an example figure). In other words, it is comprised of three distinct groups of nodes:

- **simple characteristics** These nodes describe the observed characteristics of the system known to be relevant to the goals of the system optimisation (insert figure reference);
- **complex characteristics** Members of this group represent the knowledge of how the simple characteristics combine into more complex ones which in turn produce cumulative effect onto the system qualities (insert figure reference);
- **system qualities** Final layer of nodes which is created to compose the inference structure about the system qualities pursued by optimisation goals (insert figure reference).

The principal network is created to represent the core inference structure required to control the direction of the optimisation process. The measures of the expected effects of heuristic application will be taken from it and used to evaluate the comparative suitability of possible optimisation
scenarios. It is, therefore, a Bayesian Network representation of the objective function for the overall process.

2.2.2. Auxiliary BBNs The second entity in the interaction depicted in Figure (reference the figure) is a collection of auxiliary BBNs. This entity is used to catalogue the existing knowledge about causality relationships between system elements and qualities which lie outside the scope of the current optimisation goals.

A typical auxiliary network follows the same principles used by Trendowicz [19]. Hence, in functional terms, networks of this type address the inference knowledge pertaining a specific quality or a tightly coupled group of qualities affected by a restricted set of simple and/or complex system characteristics.

The auxiliary BBNs are necessary primarily to ensure that constraints of optimisation are properly addressed within the process. Depending on the conditions imposed by the problem these constraints may be considered to be hard or soft. The former type refers to ensuring that application of heuristics does not dramatically reduce a known quality of the system, whereas the latter is there to show what effects a certain course of action will have on qualities not addressed in goals.

Since each node in a BBN represents a variable which may assume a value according to the associated conditional probability distribution, it is not possible to express general relationships within the system without enumerating all the potential states every node may assume in advance. However, in the process of gathering this information it is necessary to employ methodologies, such as Markov Blanket (MB) [2], which help to remove attributes that are unnecessary.

2.3. Markov Blankets

The definition of a Markov Blanket for a node \( x \) is the set \( MB(x) \) which includes a set \( P_x \) of direct parent nodes of \( x \), a set \( C_x \) of direct children nodes of \( x \) and a set \( S_x \) of spouse nodes of \( x \) [20]. A spouse node \( x_{si} \) is defined as one for which there is a child node \( c_i \in C_x \).

Every node in the network is conditionally independent of \( x \) when conditioned on the set \( MB(x) \). Formally, for distinct nodes \( x \) and \( y \):

\[
Pr(x | MB(x) \cap y) = Pr(x | MB(x)) \quad (1)
\]

Markov blanket criterion only removes attributes that are really unnecessary: attributes that are irrelevant to the target node, and attributes that are redundant given other attributes.

Finally, several algorithms exist [20] which use the concept of Markov blanket to guide Bayesian Network construction. The common first step of such algorithms involves identification of \( MB(x) \) for all \( x \), from that point the discovered information is used to guide the construction of the Bayesian Network in the current context. In the example presented in Section 3 an instance of a Markov blanket is used to isolate nodes of interest, however no method for automatic discovery is employed as it lies outside the scope of this paper.

2.4. Multiparadigm Simulation

In some cases it is impossible to actually work out a definitive measure for the non-functional quality of the system. But use of Bayesian networks makes it possible for us to introduce elements of correlation and likelihood which can be either explained by some sort of functional relationship or by accidental observation.

In order to initiate the discovery of causal relationships which may exist in the system to be optimised we need to produce a simulation model which can be mined for characteristic information. There are three major paradigm which currently exist in the field of simulation modeling [4]:

1. System Dynamics (SD) - deals at the highest abstraction level with aggregate values, global feedbacks and trends.
2. Discrete Event (DE) - deals with resource allocation, schedules, levels and capacities at medium to high abstraction levels.
3. Agent Based (AB) - characterised by presence of active objects with individual behaviour rules within configurable environment.

In SD the basis for representation is formed by three elements: description of stocks of items, structure to describe flow between the stocks and policies that determine the properties of the flows such as value and volume. From SD perspective system behaviour has to be described as a number of balancing or reinforcing feedback loops [8].

The DS approach is based around entities which are passive objects that represent tasks, messages, etc. They travel through the blocks of the flowchart where they are delayed in queues, processed, split or combined, seize and release resources.

There have been a great variety of advancement in the field of Agent Based modeling in disciplines like artificial intelligence, complexity science and game theory [4]. What sets the agent based simulation apart from other types described above is that it is essentially decentralised. In contrast to SD and DS approaches, AB paradigm does not require the precise knowledge of the system operation. Instead, AB adopts a bottom-up mechanism of achieving emergence of global system properties through definition of characteristics comprising the system, which can be successfully employed in the process of discovery described in Section 2.3. Such characteristics of the AB paradigm...
create a possibility of using it to cover all other simulation paradigms. Additionally, Agent Based modeling can be used across all abstraction levels. Agents may model objects of very diverse nature and scale [3]; at the physical level agents may be pedestrians or cars or robots, at the middle level customers, at the highest level competing companies.

However, once the simulation is complete in order to proceed with optimisation process we have to work out a mechanism for affecting change.

2.5. Heuristics

The classical optimisation approach of finding a maximum or minimum value of a function of several variables subject to a set of constraints may not be easily applied in the context of architectural optimisation. The problem arises from the fact that the non-functional properties of a complex software system stem not only from the parameters of its comprising elements but also from its structure. In earlier work [16] we have endeavored to postulate that a heuristic based approach to effecting change as part of system optimisation process may be more suitable for our needs.

The prescriptive nature of heuristics has been described by Rechtin [18]. In his work on systems architecture he identified two categories of heuristics, descriptive and prescriptive, which exist at all levels of systems engineering and in all domains. Furthermore, some work has been done by Grunske [10] who proposed a methodology based on graph transformation rules aimed to transforming a system topology with the purpose of improving its safety characteristics.

In our view a single heuristic represents a suggested solution to resolve a specific deficiency. However, a heuristic doesn’t necessarily carry a suggested solution. Nevertheless it can still be used to identify the deficiency and as such plot out further direction for optimisation by reinforcing an adoption of another heuristic which actually addresses (if only partially) the identified system shortcomings.

Additional work has been done by Maxwell [15] to enunciate how knowledge aggregating properties of heuristics can be formalised and incorporated into an architectural optimisation framework. Formalisation is required to ensure that the functional properties of the system can be verified through refinement after the chosen heuristic has been applied. To that end the graph representation proposed by Maxwell [15] carry the advantage of having formal rigor.

From graph theory perspective an option proposed by a heuristic is expressed as a transformation rule that can be applied to a location within the architecture given that the a priori conditions and negative application conditions hold.

3. Example Application

This section attempts to illustrate how an agent-based simulation can be used to determine likelihood values along the causality arcs present in the principal and auxiliary BBNs described in Sections 2.2.1 and 2.2.2.

First, we adopted SAABNet described by Gurp [22] as a basis for the principal network in our framework. For this example we decided to focus on the "Useability" quality and its parent nodes. This was done by considering the Markov blanket of the "Reliability" node which is believed to have a strong influence on "Useability" in the example system. The resultant BBN is depicted in Figure 2. The network and its environment has been constructed using a GeNiE tool (http://genie.sis.pitt.edu/) which provides a simple and clean interface for creation and management of Bayesian networks.

For the purposes of this example we have decided to disregard "Configurability" and concentrate on "Reliability" and "Performance", which are described in Table 1.

<table>
<thead>
<tr>
<th>quality</th>
<th>P(good)</th>
<th>P(bad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>reliability</td>
<td>0.99</td>
<td>0.01</td>
</tr>
<tr>
<td>performance</td>
<td>0.86</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Table 1. Likelihood values for Reliability and Performance
At this point, in order to determine how these defined values affect the "Useability" quality we had to employ the Agent-Based paradigm approach described in Section 2.4. In order to achieve that we had to create an agent which could apply them in a meaningful way in the context of the system. The state transitions describing agent behavior are shown in Figure 3, which has been generated using AnyLogic tool (http://www.xjtek.com/).

![Figure 3. Behavior Description for Useability Agent](image)

The agent represents a typical user of the reservation service developed and maintained by an Australian company. This is a simplified version which covers only the most basic use-case scenario for the system.

Several things should be noted about the described state transitions. Firstly, transitions leading to the "Leave" state on the diagram represent instances of agents discontinuing the use of service due to poor reliability. The execution of these transitions is controlled by a distinct function which combines the probability value associated with "Reliability" and the current state of the agent. Likewise, arcs leading from branch elements back to originating node represent retries due to poor performance and are also controlled by individual probability-based functions.

After several runs of the simulation have been completed, the following scalar results have been obtained for a population of 1000 agents:

- $n$ repeat requests due to timeouts = 222
- $n$ successful requests = 1332
- useability at good performance = 0.84
- $n$ failures due to unresponsiveness = 41
- $n$ visitors = 1000
- useability at good reliability = 0.959

Using the values listed above we were able to come up with the combined likelihood values which describe the effect various states of "Reliability" and "Performance" have on "Useability" (Table 2).

<table>
<thead>
<tr>
<th>reliability</th>
<th>good</th>
<th>bad</th>
<th>good</th>
<th>bad</th>
</tr>
</thead>
<tbody>
<tr>
<td>performance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>useable</td>
<td>0.80556</td>
<td>0.15344</td>
<td>0.03444</td>
<td>0.00659</td>
</tr>
<tr>
<td>not</td>
<td>0.19444</td>
<td>0.84656</td>
<td>0.96556</td>
<td>0.99341</td>
</tr>
</tbody>
</table>

**Table 2. Likelihood values for Useability**

With the information obtained as part of this example we hope to show that it is possible to incrementally populate the principal and auxiliary BBNs using a simulation. At this point we only used an agent-based simulation approach, however, given further metrics and information pertaining to system structure and company’s project activities we can develop a richer simulation incorporating principles of system dynamics and discrete events simulations. Once the BBNs have been provided with sufficient sampling information they can be used to make optimisation decisions given a collection of heuristic encoded changes.

4. Conclusion

Recent research is promising to solve the problems associated with existing approach to architectural quality modeling. The properties of Bayesian Belief Networks position them as a useful aid in handling knowledge organisation, systemic reasoning and quality prediction opening a possibility of application as a basis for optimisation. However, the major drawback of BBNs is found in the amount and characteristics of the construction effort required before they can be used.

In our work, we propose a way of dealing with this drawback by incorporating multiparadigm simulation approach to capture the assumptions, properties and structural elements which exist in the context of systems architecture.
By doing so we propose to develop a mechanism which can be used to trial possible changes before they can be applied and evaluate their potential effects given the likelihood and dependency information provided by BBNs.

5. Future Work

Following the discussion of issues and the accompanying example presented in this paper, we believe the next step is to develop a broader range of examples to cover systems from multiple domains. In time this would allow us to study possible patterns of metric-criteria-quality dependencies which may consistently emerge in similar systems. Another avenue of research is to attempt application of automatic Markov blanket discovery algorithms to known quality assessment BBNs. Additionally, work will be done to determine how known optimisation metaheuristics such as Tabu search may be applied in the context of the proposed framework.

Also, work has been commenced to develop a platform that can incorporate simulation, optimisation and empirically collected heuristics to affect and track architectural changes and their comparative benefits. Ultimately, the goal is to create a possibility of automatic execution of steps involved in architectural optimisation.
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Abstract

The following paper presents the learning outcomes from an investigation into the aspects of complexity involved in architecture-based analysis. Using a framework of situational complexity as provocation, the manifestations of complexity observed in the Architecture Tradeoff Analysis Method (ATAM) process are presented in terms of a people and systems dimension. These aspects of complexity are shown to impact upon some of the most important ATAM objectives. The change in ATAM complexity is also presented with respect to the design lifecycle. Some resolution to the complexity suffered by the process is suggested in terms of splitting out the analysis objectives and maintaining two types of analysis, as well as paying attention to the content aspects of the process that drive its direction from within.
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1. Introduction

Empirical [1] and theoretical [2] work both support the notion that the further along the system design and development path, the more committed stakeholders are to the solution and the more costly it becomes to change design decisions [3]. The tangible saving in terms of both effort and money has created a decisive need to reason about the finished systems properties using a baseline of only the earliest design artefacts. Software architecture (SA) is one such discipline that seeks to make use of abstract design representations, encouraging communication amongst stakeholders and providing a vehicle for reasoning about the design from the earliest system form onwards [4]. By establishing a relationship between the goals of a system, be they functional or non-functional and the underlying structure of the system, SA suggests the capability to design for desired properties.

The need to design for specific properties also requires a method by which these properties can be tested for in architectural designs, giving rise to architecture-based analysis techniques. Architecture-based analysis developed recently during two distinct epochs, the first marked by questioning techniques oriented towards candidate selection [5], the second marked by methods more focused on analysis throughout the design process [6]. Coincident with the change in analysis role was the expansion of the participating stakeholder group, showing a shift from expert-centric to stakeholder-centric analysis. The resulting group of participants can be considered, as they are in the broader design process, a human activity system, granting architecture-based analysis many of the attributes of a social or ‘soft’ process [7].

Expanding the stakeholder group heightens the situational complexity, which Flood suggests comprises a ‘classic/systems’ dimension and a ‘people’ dimension [8]. Until recently the focus has remained on the systems aspects of architecture-based analysis with only recent acknowledgement of the people dimension. “as architecture reviewers, we continually run into social, psychological, and managerial issues and must be prepared to deal with them.” [9]. The different world views (Weltanschauung) [10] of each participant will naturally effect how they view the task and participate therein. Until now the responsibility for handling this aspect of complexity has been placed in the hands of the facilitator. This is notably dismissive of the need to alter the process itself and the potential for the facilitator themselves to contribute to the complexity of the situation. The following paper presents an experience-based account of researching the complexity of architecture-based analysis within a combined industry-university design project.

Section 2 presents the importance of the research methodology and the research situation to the interpretation of the outcomes, as well as introducing the chosen architecture-based analysis method. The aspects of complexity identified within the Architecture Trade-off Analysis Method (ATAM) are then presented (Section 3) and their impact on the ATAM process discussed (Section
4). Learning from applying the process at different stages in the design lifecycle is then discussed in Section 5 and a brief conclusion given in Section 6.

2. Research Background and Methodology

2.1 Research situation

The research was undertaken as part of a broader project whose aim was to develop a proof of concept design for a next generation network (NGN) management system. Traditionally telecommunications infrastructure has been strongly engineered for quality, meaning that a relatively static topology and offline configuration of the network by-in-large accounts for the quality perceptions of the user. However faced with a significant decline in the value of its traditional services, the telecommunications market has perceived the need to enable new value added user services. The desire to provide innovative new service sets to consumers has created a step-wise increase in the complexity of management systems and placed them in the critical path for service delivery. In many ways the business capability is now seen as being defined by the capability of the management systems [11]. This significantly augmented the quality expectations of a class of systems that were already considered in the domain of complex systems.

Consequently the quality focus of software architecture and the telecommunications problem seemed a natural fit, realising a linkage project between the university and an industrial partner who was a leading vendor of telecommunications equipment and services. The project group consisted of academics from within the university, senior technology consultants from the industry partner and several doctoral researchers. The academics were drawn from different telecommunications and software disciplines. Their roles included oversight of each of the key project discipline of Architecture, Policy, Networking and Service. Each discipline had at least one associated doctoral researcher.

The research focus of this paper is a subset of the work undertaken as part of the Architecture practice of the team. While the issues addressed in this research are pertinent to the broader practice of architecture-based design as they are the specific area of architecture-based analysis, the focus was chosen due to reasons of involvement and clarity. The researchers were heavily involved in the Architecture practice of the design team. The issue of clarity refers to the ability to clearly identify the research area. Architecture-based analysis is a contained event that occurs within architecture-based design practice with a clearly defined method. Whereas the design team were consciously not following a structured design approach due to the nature of the research challenge.

2.2 The Architecture Trade-off Analysis Method (ATAM)

Architecture-based analysis techniques fall into one of two categories, questioning and measuring according to whether they offer qualitative or quantitative results. In complex design situations the effort required to develop models suitable for quantitative analysis and the concentration on one quality at the expense of others tend to dissipate the use of measuring techniques. While many of the subsequent questioning techniques provide the ability to evaluate multiple quality aspects of a system and don’t require quantitative models, they still tend to only find application as candidate selection methods once a design has reached maturity [5].

The adoption of an iterative incremental development process required a method which could be used throughout the systems lifecycle, as well as provide insight into the design issues and how they relate to the customer objectives. Consequently the methods suited to such an approach are those oriented towards application from an early point in the design life-cycle as well as providing the ability to analyse the relationship between multiple quality concerns and design decisions. The only methods found to satisfy these conditions included Software Architecture Assessment using Bayesian Networks (SAABNet) [12] and the Architecture Tradeoff Analysis Method (ATAM) [13]. Although it is viewed as qualitative in nature, SaabNet requires the numeric coding of relationships between design aspects as conditional probabilities and as such requires determinism in the relationship between design moves and system properties that is not known.

The Architecture-based Trade-off Analysis Method (ATAM) was selected as the most appropriate for the research project as it could be used throughout the design lifecycle, achieved design analysis rather than candidate selection and had a strong lineage of development backed by case reporting. The method itself is broken into two overlapping phases of 9 steps as shown in Figure 1.

![Figure 1 - Architecture-based Tradeoff Analysis Method (ATAM)](image)

The first step introduces the method itself to the participants. This is followed by two steps presenting both the business case and the solution architecture respectively. The 4th step looks to identify key architectural approaches responsible for system qualities. The 5th step creates the attribute utility tree, which refines the business drivers into...
quality goals into concrete scenarios representative of the goals. The final steps identify architectural sensitivity (architectural decision key to a specific quality) points, trade-offs (architectural decision key multiple qualities) and risks (important decisions not made) [13]. (need to potentially add a diagram to this).

2.3 Action Research and Interpreting the Research Outcomes

As discussed in Colquitt [6], the original research interest in the “social” dimension of complexity promoted the idea there are difficulties the process has to overcome which are only attributable to the people within a situation. That is the problems arise from the intersection between the technical and non-technical [14], the interaction of the perspective of the stakeholders with the task of architecture-based analysis. The human dimension of which urges the use of qualitative methods to capture the complexity of the phenomena [14].

The need to act as a researcher in the telecommunications research project and simultaneously research the architecture-based analysis of systems promoted the use of a methodology that would accommodate both roles. Action Research (AR) as a methodology for situated inquiry is sympathetic of the need to perform both roles and is also accepting of change as a mechanism of developing further understanding. The need for both action and learning is revealed in the structure of the methodology which in its most abstract form consists of stages of planning action, taking action and reflecting upon action. The phases form a natural cycle, in which the reflection and learning from the previous cycle influences the planning and action to be taken in the next phase, as theory and practice both inform one another [15]. The particular method adopted for applying Action Research is that of Susman [16] Figure 2.

While Action Research reports on experience it needs to be understood as a more structured approach to inquiry than recollections of past experience. The research was undertaken with a specific aim to understand the complexity of ATAM; a specific method of inquiry (Action Research) and a defined framework of ideas representing the outcomes of background research. However the structure and discipline does not grant generality of the findings, and although the issues can be extrapolated out to large systems design the outcomes would be specifically different. The research should be understood in the spirit of Schon’s “science before the fact” [2]. With the outcomes providing the basis for more controlled experimentation in the future.

![Susman Action Research Model](image_url)

Figure 2 – Susman Action Research Model [16]

Importantly the content of the rest of this paper only seeks to present the outcomes of the research, not the processes whereby AR assisted in formulating the outcomes. Similarly for reasons of brevity some supporting material has been omitted in terms of design artefacts and quotes.

3. Complexity in the ATAM

3.1 An Expanded View of Complexity within the ATAM

The motivation for a specific focus on architecture-based analysis arose from an early project need to perform analysis on existing system designs. The research team exhibited strong diversity from the outset, and matters of design often became side-tracked by clarifying interpretations and viewpoints amongst the design group. Discussions indicated the role of the stakeholder in the project, their experience and areas of interest all contributed to the ways in which they participated. The importance of personal viewpoints, beliefs and interests aligns closely with what has been termed a ‘people’ dimension to complexity [8]. Importantly this aspect of complexity will increase as the perceptions and beliefs of the participants diverge.

The chosen method of ATAM promoted stakeholder participation, yet didn’t openly tackle how to address the impact of stakeholder diversity. Instead the ATAM literature suggests these issues can be resolved by properly setting the expectations of the participating parties, ensuring documentation is made available and that the facilitator is sufficiently skilled [9]. The focus on the facilitation is dismissive of the need to adapt the process itself to handle such diversity. It also re-enforces the view that traditional systems engineering is focused on the ‘systems’ aspects of complexity at the expense of the ‘people’ dimension [17]. Complexity within a situation arises from both the number of parts and relationships of
the system at hand, as well as the people within the design situation. Consequently the following sections present the aspects of both ‘people’ and ‘systems’ complexity encountered within the ATAM. Section 4 will discuss how this complexity impacted what the method was trying to achieve.

3.2 People dimension to complexity

People complexity suggests each individual’s capabilities, beliefs and interests will influence how they participate in design situations. These aspects of complexity formulate the perspective from which a participant views the design situation. This perspective influences the way design artefacts are interpreted and communicated amongst the group. The term Weltanschauungen (W) [10], meaning world view is commonly used in Information Systems (IS) literature to express the idea that artefacts and actions can be interpreted in different ways according to each individual’s perspective. Significant evidence for differing world views was found throughout the ATAM exercises.

3.2.1 Differing world views. The second and third steps of the ATAM are designed to present the business case for the system and the system architecture. These presentations are given by the industry partner (client) and the design team respectively. The difference in language and concepts used within these presentations provided the first insight into the perspectives at work within the analysis. The business drivers presented by the client emphasised the needs of cost management, including both operational and capital measures, as well as customer choice and satisfaction. These drivers are all contingent on the way in which the system is designed but are nonetheless, quite distant from the quality attributes such as performance and security commonly put forward when talking about system architectures.

The difference in language and concepts exhibited in the presentation activities of the ATAM also carried through into the quality attribute workshops. These workshops are designed to elicit the key quality attributes of the system that form the first tier of the utility tree. The quality responses of the industry partner used telecommunications business concepts such as “network optimised” and “customer aware”. Alternatively the broader group tended to re-enforce the systems quality perspective adopted by the software architecture community, offering qualities like “performance” and “availability”. However rather than simply re-enforcing the dichotomy of business and systems quality, the quality responses also indicated a more personal value-based view of the quality needs for the system. Vocal advocates of standards offered qualities like “standards-based”, similarly those with broader experience in billing and mobile aspects to networks raised notions like “roaming” and “billing accuracy”.

The language used to define the attributes themselves also reflected the personal notions of the participants. Those with backgrounds in telecommunications management used terms such as “protocols”, “managed data”, “5 9’s” and “Frame Loss Rate”. Participants with more hands on networking experience referred to “rack space”, “moves/adds/changes (MACS)”. Whereas the architecture-minded amongst the group used well known architectural constructs such as “connections” and “components” [18], the extreme of which was a systems architect who clearly defined 3 qualities then offered the view that these three were defined/contributed to by the remaining qualities.

3.2.2 Influence of Roles and Beliefs on Participation. The impact of personal beliefs on how individuals exercised their roles within the analysis also became quite evident through the project. In developing group artefacts there is an inherent aim to accommodate the views of all participants present. This accommodation creates a natural tension between group consensus and personal opinion. Participation in these social situations is based upon appreciative acts. Appreciative acts concern both judgements of reality (what is the case?) and judgements of value (is this acceptable or unacceptable?) [19]. These judgements cannot be ego-less and are intrinsically linked to the participant’s view of their role in the situation. There were several instances of roles and judgement shaping individual participation.

The belief that qualities can be hierarchically organised influenced the way in which the lead architect, then facilitator went about utilising the quality responses. Instead of tallying the votes, the facilitator decided to use the quality relationships to group responses in a bid to include a broader range of quality attributes rather than simply selecting the most popular. Quality attributes are a key concern of software architecture and the groupings attracted the attention of a member of the architecture team, who sought to change the end result of the exercise.

Similarly in building the utility tree, the lead designer raised issue with assumptions about the system creeping into scenarios. Being the designer, any aspects of design that crept into the development of artefacts would directly impact their work and potentially force decisions that they themselves were unwilling to make at that stage. On each of these occasions, the impact of group processes on personal roles prompted remedial action by a participant.

3.2.3 Negotiating of Meaning as Critical. Given the diversity of language and concepts discussed in section 3.2.1 it is not surprising that the negotiation of meaning was an important theme throughout the research. Open dialogue helped surface assumptions and grow each
3.3 ‘Systems dimension’ to complexity

Whilst the initial focus of the research was the effect of the people dimension on complexity, there was commonly found to be contributing factors from the systems dimension. Be it due to the intractable nature of design, the conceptual nature of the system at such an early stage of design or the various ways a system can be decomposed, it became apparent that behind most people problems, complex systems aspects could be seen to be co-incident.

3.3.1 Concomitant nature of the problem and solution. One of the most prominent aspects of systems complexity in the ATAM proved to be the relationship between the business-strategic and system requirements perspectives. Exploration of either perspective seemed to require knowledge from the other in order to understand it. For example considerations of the impact of specific quality requirements on a system commonly reverberated back to considerations at the business strategic level. Similarly in attempting to resolve answers to questions at a business strategic level, knowledge of the capability of the system was often sought. The problem and solution appear to evolve together and become concomitant. In software design the learning loop is perceived as taking place between the requirements and the design artefacts [20]. While this is indeed necessary and true, experience here has shown that the requirements embody an approach that attempts to resolve a business need for the client. Therefore the loop of learning between the original motivating problem and the approach lies as much between the aspirations of the client and the driving requirements of the system as it does between requirements and design activities. Potentially it is even more critical at this stage since the loop of learning bridges world views as well as from problem to solution (as section 3.2.1 attests).

3.3.2 Divergent nature of understanding. The difficulty in reconciling these viewpoints lies in developing a complete understanding of them. The search for solutions cannot be exhaustive due to sheer number of permutations in complex systems [21]. Experience from a goal-based requirements (GBR) workshop to bridge the business strategic perspective and systems quality perspectives helped highlight this aspect of complexity. Several goal- graphs of up to eighty nodes were produced, which only represented the higher level considerations.

3.3.3 Difficulty developing usage aspects. Another of the consistent difficulties in attempting to communicate aspects of the solution or problem was the elusive nature of use, or how the system would be used. Early on in the design lifecycle the system architecture is incomplete, hindering attempts at understanding the potential usage aspects of the system [22]. Even in the event that a complete functional structure was to be available there is still some doubt as to whether this adequately reveals the context of use [23].

Additionally no real precedent for such a telecommunications system existed. Therefore notions of use which would develop from detailed system knowledge were unclear. In their place abstractions of use, in this case the operational aspects, or operational specifications, were put forward. The problem with operational specifications like those so commonly used in telecommunications is that they are solution agnostic. They specify what has to be done but don’t give clarity on how it should be achieved. A task like the ATAM really requires the structural detail behind how things are achieved to understand the quality ramifications. Two systems could quite readily exhibit the same operational characteristics but have two entirely different systems (structurally, architecturally) implementing them.

Further obstructing the understanding of usage was an expectation of innovation. The project has been conceived with the intention that the NGN management framework would supersede existing management practises. As such traditions and experience became largely invalid because they were perceived as coming encumbered with the past mistakes.

3.3.4 Environmental Turmoil. Complicating matters was the speed with which important environmental influences could change. Telecommunications is an rapidly evolving industry where technology and carrier behaviour is constantly changing. From within the organisation there were multiple company acquisitions and new patents brought to the design situation. The social, political and technological forces influencing the project made it
difficult to stabilise the linkage partner’s position, exacerbating the difficulty understanding the strategic and system quality associations.

4. Impact of situational complexity for the ATAM process

4.1 Disconnect between the business strategic and systems quality perspectives

Where aspects of systems and people complexity discussed in section 3 are coincident upon a process it is understandable they would affect the conduct and outcomes. Perhaps the most enduring of these affects was the difficulty to associate and understand the business strategic and systems quality perspectives. The relationship and understanding between these perspectives is fundamental to the aims of what the ATAM is designed to achieve. [4].

The ATAM literature offers a fairly close relationship between these two informational elements, in many instances proposing what are more commonly recognised as quality attributes, as business drivers. “For example, in an e-commerce system two of the business drivers might be stated as: “security is central….and modifiability is central to the success of the system…”” [13]. Contrary to these examples, the earlier discussion of the ‘people dimension’ to complexity established these as two different perspectives (world views). Importantly the actors aligned with these perspectives are likely to use significantly different language and concepts to express the driving system need. The diversity of these viewpoints caused difficulty for the ATAM in two main ways. The first was in understanding and utilising the responses. The second was building the business goal to system quality relationships necessary for constructing the utility tree.

4.2 Common understanding of quality viewpoint

The ATAM literature states the potential mismatch in communications resulting from the business owner and designers having to communicate through an intermediary in the form of a facilitator [9]. When confronted by the relatively unique quality terms of the linkage (industry) partner the facilitator sought to interpret them in more popular systems quality terms. The perspective was an important one, yet was unlikely to receive much representation in the process while it differed so significantly from the broader group. The experience affirmed the legitimacy of the systems quality perspective and the alignment of the facilitator’s world view with it. Instances like this where participant’s views are challenged in the face of broader quality frameworks have the potential to ostracise participants from a process where their input is critical.

Conducting the exercise from a specific world view can also stifle more diverse viewpoints. Or more worryingly suppress a unique insight which has not yet been appreciated by the rest of the group. Early on in design situations the problem is ill-structured and the more creative solutions challenge the brief rather than fulfil it [21]. The ATAM may be the first occasion stakeholders have to express specific insights they have to each other. Participants commonly showed significant interest in each other’s qualities when they were tabled.

The constructive dialogue shows the importance of negotiating meaning [24], which should precede any negotiation of objectives or goals. Negotiating meaning is something that is only lightly raised in the ATAM. Although it professes the need for facilitators to seek concurrence and feedback [9], there is little suggestion as to what this is. Meaning in terms of the ATAM is primarily “negotiated” through the construction of the utility tree, where ambiguity of meaning is resolved through concrete scenarios. As discussed earlier in this section, by this stage the intended contribution of the participant may have been significantly altered to conform to quality attribute norms. Similary scenarios proved no refuge for understanding as early on the usage context of the system is not well understood and interdependencies with business strategic issues can hamper the development of more detailed design concepts. This represents nothing of the social framework in which the negotiation of meaning should take place [24].

By not openly negotiating meaning throughout the process, ATAM tends to leave the participants isolated in their own perspective, rather than permitting them the ability to evolve their understanding of the situation with respect to each others views. This can significantly enhance the analysis process in both the emergent outcomes from constructive understanding as well as the less tangible aspects of providing the group with a common identity and understanding. The ‘taken as given’ meaning of individual perspectives [10] in contrast to group consensus was perhaps no better exemplified by a glossy exercise undertaken between analyses, in order to define problematic terms. It took several workshops and significant effort before the group was able to agree upon a definition for the word “service” alone. Notably the time taken to establish such meaning is not looked upon kindly where project schedules are important.

4.3 Disjoint between systems quality and business drivers

4.3.1 Assumptions in bridging perspectives exemplified by Quality of Experience. While the systems quality and business strategic perspectives proved to be
quite different, the utility tree requires causal attributes be made between them in order to focus the analysis. Characterisations could be attempted in order to draw relationships between the business and quality viewpoints. However assumptions generally have to be made in order to do so. For example in the NGN solution space, systems commonly refer to the need for high levels of throughput and performance to ensure customer satisfaction [25]. Yet there are no guarantees that a performing system will be the determining factor in the customer’s view of the service. The customer may be happier with a low performing cheaper service, or a service delivery method that does not have any real-time implications. The concept of Quality of Experience (QoE) acknowledges that the customer does not just use technology but lives with it [26]. Consequently quality aspects associated with the usage perspective partially influence, but aren’t solely responsible for the customer perception [27]. Care needs to be taken in testing the assumptions behind framing the problem in a particular way [2], which is effectively what these characterisations are inviting participants to do. Viewing the customer satisfaction as largely a network performance issue narrows out of view other contributing factors to customer experience like ubiquity, cost, cultural appeal, etc [28].

4.3.2 Exhaustive Understanding of Requirements is Infeasible. Attempts at understanding the relationship between the systems quality perspective and business strategic perspective are complicated by the concomitant nature of understanding between them. Section 3.3.1 outlined how understanding of the business and technical solutions were dependant upon one another. Seeking to resolve the problem by reaching an exhaustive understanding of either perspective is likely to be infeasible given the combinatorically explosive nature of search through the solution space [21], exemplifying the divergent nature of real world situations [2]. Modelling the customer goals highlighted this divergence showing that quality attributes were implicit in some of the goals but their subsequent refinement provided no guarantees of yielding explicit quality attributes akin to those commonly found in software architecture literature. Furthermore the depth of reasoning (some 6-8 layers of hierarchy) highlighted how much refinement logic was internalised by the goal to quality associations.

4.3.3 Analysing against systems quality does not necessarily ensure customer satisfaction. The extent and complexity of the strategic viewpoint and the problematic nature of characterising goals as system qualities calls into question whether the system as judged from the quality viewpoint, satisfies the business strategic goals. From the experience of this research, this is largely not the case. Although the ATAM addresses important quality concerns there is no certainty these concerns ensure the satisfaction of the customer’s business objectives or allays their greatest worries. The lack of certainty affect’s the confidence of the group when deriving the attribute utility tree, which is effectively the centrepiece of the analysis. When faced with a utility tree devoid of business context, the participants sought to elaborate the utility tree with aspects of the business drivers. On reconciling the business and systems quality aspects, apprehensions were expressed as to the rigour of the relationship. The associations were re-analysed and changed according to the new consensus. The ready acceptance of change highlighted how unconvincing the original relationship was in that the group was comfortably able to reason through many changes.

5. ATAM and the design lifecycle

5.1 Design stages and their affect on the ATAM process

The previous sections presented the elements of situational complexity found to affect the ATAM and discussed the consequences for the process. The exercises that contributed to this learning all occurred across a significant time frame of the project. This granted insight into the use of ATAM both early on and throughout the design lifecycle. The following reflects learning on the relationship between ATAM and the design lifecycle.

Early in the design lifecycle quality requirements generally represented broader issues within the business drivers. The dependency of the system qualities on the business objectives saw a strong focus on clarifying the customer goals. The rationale for these goals appeared to be most strongly influenced by the external environment of the business. The constant pace of technological change and the ability for systems to define market capability continuously challenge the business to redefine itself in line with its environment[29]. These environmental factors, as well as scarring past experience are largely what the customer brings to the design situation [21]. Additionally the personal perspectives of the stakeholders ensure there is any number of views of the situation early on. At this stage in design the stakeholders are largely conceptually isolated and the focus of early activity is on negotiating meaning.

Once meaning has been negotiated the group can meaningfully discuss the quality aspects of the system in a bid to move from the business strategic to more systems design considerations. Personal meaning starts to become associated with group beliefs as negotiated artefacts are developed in group situations. Although in this design situation showed these beliefs were still confused by the lack of clarity surrounding the shape of the system design and its usage context. Importantly this experience only braces the early conceptual stage of design and successful ATAMs recounted within existing case reporting indicate
that once the design is of sufficient maturity, usage concepts become embodied along with detailed behavioural understanding of the system [30]. The detail of the design helps reveal usage aspects and focuses the group on technical challenges, testing against what are considered to be fixed notions of strategic direction.

Figure 3 attempts to depict the progression of the design and the associated characteristics of analysis situation. Boehm’s spiral model [31] is used as its overlay to indicate the early stages of design close to the origin and the later stages of design towards to the outer layers.

Figure 3 - Stages of design and its influence on group process

Evidenced by the experiences throughout this project as depicted in Figure 3, the use of ATAM early on is problematic for several reasons. The first is that the ATAM does not focus on making sense of the business strategic viewpoint. Rather it is more focused on using it to develop a list of business drivers. However there are business problems to be solved as much as there are technical ones. Secondly it seeks to move quickly from the business strategic viewpoint into the systems quality one, which is actually a significant evolution in design terms. Lastly emanating from the quick progression from the business perspective to the quality one, there is an assumption of group understanding. The difficulty is that this has neither been given the open forums in which it needs to develop, nor the structure of detailed artefacts upon which it is commonly built.

The ATAM relies on well reasoned and stable understanding of the business strategic needs. Problematically these needs are exposed to the constant turmoil of the external environment and tend to develop in concert with, rather than well ahead of the system design. Ideally the concomitant nature of the problem and the solution supports the need to deal with both at the same time. An approach that could potentially permit analysis at an early stage is to tailor the process according to the stage of the design. Figure 3 conveys the idea there are different needs at different times in the design lifecycle. Initially the problem focus is strategic; the strongest influences are previous system failures and changes in the business environment; meaning within the group is largely experience/belief-based and personal; and the system is represented by abstract artefacts such as goals and broad operational concepts.

Dealing with modelling the system goals exhibited very similar traits to system qualities, in that they were generally abstract, needed refinement to be properly understood and exhibited interdependencies, akin to design trade-offs. These similarities imply the potential for an early ATAM exercise focused on the use of goal-level artefacts to establish the consequences between different strategic approaches. This would yield significant knowledge on business strategic issues permitting the customer stakeholder sufficient, rather than partial representation in the process. It also helps model the customer problems that tend to consistently upset the technical design process. The knowledge in this area could then be used to feed into the more technically focused ATAMs once the system has developed significant maturity, which sees the design stakeholders as receiving sufficient representation. Separating these two types of analysis allows the customer to analyse business issues with the same rigour that systems analysis covers design issues. The outcomes of the business focused analysis would help provide a firm basis upon which to build the quality requirements for the systems analysis. The business analysis also provides a rigorous mechanism to confront the constant change in the external environment, rather than continuously exposing the system design to the business uncertainty.

5.2 The importance of ‘content’ versus ‘process’

In addition to the need to consider two different but inter-related types of analysis during the design lifecycle, there also needs to be a greater consideration for what analysis activities are achieving. In looking at design methodology Dorst noted that although most methodologies were specified in terms of processes, it was largely the “content” of the design situation that dictated the designer’s actions. “In most cases, considerations linked to the content of the design situation (the perceived design problem, the designer's goals and the perceived possibilities for the next step) will determine the 'kind of action' (process-component)” [32].

It is therefore not surprising that the reality of systematic design conflicts with the way in which it is prescribed [21]. Similarly the ATAM concentrates heavily on the process itself at the expense of the content issues, which can significantly affect an analysis. For example is the goal of the presentation of the business context just that? Or is it to reach agreement and understanding within the group of the
strategic issues influencing the system development and to carefully derive a set of system characteristics that can be seen to satisfy the strategic needs. Not forgetting of course there are multiple perspectives here. Do the designers have few expectations of the business context presentation and participate simply as a passive audience? Or do they expect a comprehensive presentation of issues availed to them through their interaction with the client, which they can rigorously question and seek to understand in a detailed way?

Where the reality of the activities does not fulfil the expectations of a stakeholder, there is little guidance for how resolution may occur. In this project improvisation took the form of glossaries, elicitation of meaning where it was not required, goal-quality matrices and extensive elicitation of goal artefacts, amongst other things. Although explicit methods were used here to explore the improvisation there is a distinct danger that in commercial settings, with greater time pressures, where the facilitator would feel pressured to maintain in “control” of the exercise, the improvisation may well take the form of internal judgement and assumption. The danger of which is a self-sealing process [33], whereby the internal assumptions of the participants are not tested and any incidents that lurch towards difficulties in understanding are avoided lest they hamstring the entire process. However it must be acknowledged that this research can only point to the potential for this to occur due to the experience in the linkage project.

6. Conclusion

The ATAM represents a significant evolution for architecture-based analysis techniques. In place of masking the analysis process in the problematic scoring and manipulation of figures with a perceived end of candidate selection, the ATAM has taken responsibility for assisting understanding throughout design. The inclusive nature of the process also ensures that communication amongst the stakeholder community is enhanced. However as discussed in this paper the inclusive nature of the process and the conceptual nature of architectures challenges the evolved methods, particularly early on in the conceptual stages of design. The resultant situational complexity impedes some of the key objectives that the ATAM seeks to achieve, such as improved communication and a relationship between systems quality and stakeholder goals.

The impacts on the process can be seen to arise from the structure and perspective of the ATAM and notably extend well beyond the scope of facilitation. The process itself needs to adapt in order to provide the social framework in which the negotiation of meaning and objectives takes place. Currently the diversity of viewpoints are more likely to smooth over diversity than to openly encourage it into the process. However the uncertainty the richness of such diversity was found to impact on the design task which struggles to progress when exposed to constant change.

Consequently two streams of analysis have been proposed as a means of isolating the design perspective from the constant change of the business strategic environment. Further enhancement is also proposed through a greater focus on the content aspects of the system, which will drive participation from within the analysis aside from the external structure of the process imposed from outside it.
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Abstract

In today’s computing environment, unauthorized accesses and misuse of critical data can be catastrophic to personal users, businesses, emergency services, and even national defense and security. To protect computers from the ever-increasing threat of intrusion, we propose an event-driven architecture that provides fine grained intrusion detection and decision support capability. Within this architecture, an incoming event is scrutinized by the Subject-Verb-Object multipoint monitors. Deviations from normal behavior detected by SVO monitors will trigger different alarms, which are sent to subsequent fusion and verification modules to reduce the false positive rate. The system then performs impact analysis by studying real-time system metrics, collected through the Windows Management Instrumentation interface. We add to the system the capability to assist the administrator in taking effective actions to mitigate the aftermath of an intrusion.

1. Introduction

Network attacks are a fundamental threat to today’s largely interconnected computer systems. Most of these attacks share the same characteristics: intrusion into computer hosts that have securities holes [1]. Unauthorized accesses and misuse of critical data on intruded hosts not only cause loss to personal users, but also pose a threat to the entire corporate network because in many cases the intruders use the compromised nodes to launch larger scale attacks. Firewall and antivirus packages are often insufficient in detecting and preventing all intrusions, especially attacks from insiders [2]. Efficient Intrusion detection systems thus are needed to form another important line of defense in the face of increasing vulnerability.

In the past, different types of IDS have been proposed and built. However, a study of currently existing IDSs reveals that most operate at a coarse grain level [3]. For example, Steven et. al. proposed an approach that uses sequence of system calls to identify potential threats [4]; Warrender proposed a similar approach [5]. Ghosh utilized return address information extracted from the call stack to generate an execution path for a program to detect anomaly [6]. While these IDSs use different feature representations of system calls, they treat events as an integral part and are unable to investigate internal characteristic such as executers, event objects, etc [7]. This directly affects detection accuracy. Another shortcoming of the coarse grain IDS is that reaction is only available after an event is completed, thus the system is unable to preempt a harmful operation before it completes.

To achieve more efficient intrusion detection, we need a more insightful understanding of the system’s ongoing events. Fine grained event checking capability is an essential part of the architecture proposed in this paper. It is implemented using Subject-Verb-Object multipoint monitors. Any event that is taking place in the system is modeled using SVO structure. Alarms are triggered with respect to each element of the triple to achieve fine grained anomaly detection. The proposed architecture employs two databases that maintain metadata per user. The user metadata provides a basis for detecting deviation from normal user behaviors. The system metadata records real-time system performance metrics to facilitate alarm verification and impact analysis.

This paper is organized as follows: Section 2 briefly describes the SVO techniques used to model system events. Section 3 presents the proposed architecture. Section 4 discusses issues that are related to some of the function modules. Section 5 provides the DEVS Simulation results and some concluding remarks.
2. Event Modeling Using Subject-Verb-Object Triple

In order to study the internal characteristics of an incoming event, we need a formal way to denote the following aspects: event executer, operation, and event object. In linguistic typology, such a structure is commonly called an SVO triple. Using this pattern, we can model an ongoing event with a triple that contains all the detailed information we are interested in.

2.1. The SVO Triple

Any event happening inside the computer host has its subject, which most of the time is a running process. For instance, typing a letter is often associated with a text editor; redrawing a client area is initiated by the parent window, while a put command in a sftp session usually comes from the ftp program. Similarly, we can describe the verbs and objects for these three events. Verbs of an event tell us what type of operation is performed on the objects. Objects of an event are normally hardware (peripheral devices, ports, etc) or software resources (files, drivers, libraries, etc) on the computer. At a higher level, these processes are owned by the current user, whose behavior is modeled by studying all the SVO triples when he is using the computer on a daily basis. By putting the subject, verb and object into a triple, we have a formal structure in the following way:

{ MFC Window, Redraws, Client Area }  
{ Text Pad, Reads, MyFile.txt }  
{ FTP Program, Opens, Port 4567 }  
{ User Program, Writes to, Serial Port }  
...

We collect information of ongoing events using custom developed software tools. By dissecting an event into these three fields, we are able to perform fine grained analysis of the events. One may question the efficiency of this modeling technique as there are virtually infinite numbers of combinations that can happen when the computer is running. This problem is addressed by limiting the events to be scrutinized to a finite set of critical subjects, critical verbs and critical objects. Any event outside of this set will either pose no threat to the system or be a trivial threat that can be ignored. Fortunately, most of the events happening every moment on a computer do not belong to the critical event set (CES), thus we can focus on studying the behaviors of the ones that do belong to the critical event set as described in the following section.

2.2. The User-Configurable Critical Event Set

Since every user on a particular computer host has unique access privileges to resources, it is computationally very expensive to define a critical set that works for every user on every computer. Instead, it is necessary for the IDS to allow customizable critical set for each user. Depending on the nature of the data that reside on the computer and the actual role of the computer, this critical set can vary from a simple set that contains a few password protected files, to a much more comprehensive set of all files on C drive, local ports, and even hardware resources. In the current stage of our research, we focus on the critical set containing important files that need protection. The CES is defined as: {*.*, *, D:\EmployeeFiles\*.doc}.

This critical set mandates that the IDS needs to monitor any process that attempts to perform any operations on any .doc files in the D:\EmployeeFiles directory. Consequently, any operation that is not accessing the data contained in that directory is ignored under the current configuration.

2.3. Adding Time Information

Each SVO, when saved into the user database, is tagged with a timestamp. The purpose of the timestamp is twofold. First, it adds an additional dimension to the event model and allows us to gain better understanding of the abnormality of current events. For instance, a particular file access operation is deemed normal during regular work hours; however, it is abnormal out of regular work hours. Secondly, timestamp makes it possible to perform temporal alarm fusion, which helps to reduce duplicated alarms.

By combining time information with an SVO triple, we have a mechanism that allows us to explore the following questions in a fine grained manner: who does what, to whom, at what time.

3. SVO Based Intrusion Detection Architecture

With the SVO modeling technique and custom defined CES described in section 2, we propose an architecture as depicted in Figure 1 to perform fine grained checking on all incoming events. When a new event comes in, it is intercepted by the IDS that runs in the background and sent into a multistage monitor. The monitor investigates the subject, verb and object by comparing them respectively to the normal behavior stored in the user database.
The user metadata database contains information that tells the IDS at what time which processes will normally take what kind of actions on what objects. A new event will trigger an alarm if it involves objects defined in the Critical Event Set, and if any element of the SVO triple deviates from normal behaviors. For instance, in our sample setting, all *.doc files in D:\EmployeeFiles directory are protected. Now if a process tries to modify a *.doc file in that directory, an Object alarm will be triggered first. The same event may also trigger Subject Commonality alarm if that process has never been observed before inside the current time window. In this case, the event violates multiple security rules and triggers multiple alarms, which are to be fused and verified subsequently.

The SVO based architecture has the following advantages. First, it doesn’t require a priori knowledge of intrusions as needed in signature based [3] or system call traces based approaches [4]. Second, intrusion can be detected at the earliest time possible because the IDS does not need to wait until the operation has successfully been executed or damage has been caused. Third, an event is investigated at fine grain level so that more appropriate and effective reactions can be taken according to the nature of the intrusion.

Figure 1 shows all the essential components of the proposed architecture. These include the SVO based anomaly detection engine, alarm fusion module, verification module, threat evaluation module and decision support module. These modules address such problems as how to determine if an event is abnormal, how to deal with an alarm, what reactions should be taken when a threat is confirmed. The remainder of this section discusses the functionalities of these modules in more detail.

3.1. Anomaly Detection based on User Profiling

Intrusion detection techniques of IDSs can be categorized into two classes: signature-based and anomaly-based. Signature-based IDSs compare current events with known attacks and look for similarities, such as comparing a sequence of system calls to known attack patterns. This method has the major limitation of not being able detect novel attacks [3]. To overcome this, our proposed architecture uses an anomaly-based detection approach, which models normal behaviors and attempts to identify abnormal activities on the computer.

The precondition for such an anomaly detection IDS to work is to create a range of normal behaviors. In our system, this normal base is established through...
an extensive user profiling process whose purpose is to build an in-depth knowledge of how the user uses this computer. The following information is derived: during normal usage of the computer, what processes take what kind of actions on what hardware resources or software objects?

To achieve this, we developed a software tool, SysMon as shown in Figure 2, which uses WMI to retrieve runtime system metrics. SysMon combines information from Spy++ event logs and records the results into a user profile database. More details regarding the database can be found in section 4.1. To model normal host behavior, both supervised and unsupervised learning algorithms can be applied.

Unsupervised learning algorithms take as input a set of unlabeled data and attempt to find intrusions contained in the data. It can be treated as a variant of the classical outlier detection problem and does not require the input data set to be fully normal. Outlier based anomaly detection algorithms cluster the data based on certain metrics and the points located on sparse regions are treated as intrusions. The unsupervised algorithms make two important assumptions about the data which motivate the general approach. The first assumption is that the number of normal instances dominates that of abnormal instances. The second assumption is that the abnormal instances are qualitatively different from the normal instances.

The basic idea is that since the anomalies are both rare and different from normal, they will appear as outliers in the data and thus be detected [8]. The clustering process scans through the data collected by WMI, and identifies normal instances and outliers.

From the results of the above mentioned clustering process, we have a clear knowledge of the user’s normal usage of the computer. For instance, one can conclude that User A on the monitored computer has the following normal behavior with regard to file read operations in D:\EmployeeFiles directory during the regular work hours of 9am to 5pm:

<table>
<thead>
<tr>
<th>Winword.exe,</th>
<th>File Read Operations/sec,</th>
<th>*.doc</th>
<th>[50,200]</th>
</tr>
</thead>
<tbody>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The above generalization gives an accurate indication of how a user normally uses his computer. Thus once a new event occurs, the anomaly detection engine will compare it to the existing profile of that user and determine whether the event falls into the range of normal behavior. Once a deviation is detected, the detection engine raises an alarm.

3.2. Alarm Fusion

Once an abnormal event happens, it is very likely to trigger multiple alarms at Subject, Verb and Object checkpoints. In order to minimize redundant alarms and condense alarms that stem from the same event into one integral alarm, an alarm fusion module is needed.

In the proposed architecture, a multi-level alarm fusion algorithm is used. The first one is a source preprocessing level, which synchronizes the information flow from different sensors to reduce data redundancy for further processes. The second level is alarm normalization, which transforms different alarms into a consistent set of scale. The third level is spatial alarm fusion, which fuses alarms from different anomaly detection monitors. The fourth level is temporal alarm fusion, which analyzes alarms within a certain time window and gives more useful intrusion information. Further details of the fusion mechanism can be found in [9]. After alarms are fused, they are sent to the verification module.

3.3. Alarm Verification

The task of this module is to verify the correctness of fused alarms in an effort to reduce false alarms. The verification module works by checking the normality of an event that has triggered an alarm. This includes checking the frequency of similar operations that have been performed before, as well as identifying the security level of the objects that the process is trying to access. While these are automated processes, the verification module also provides a human-computer interface that allows the system administrator to participate in the decision making process.

3.4. Impact Evaluation

A successful attack on a computer usually results in considerable impact on some aspects of its normal operation. Such impact includes disruption of critical services, undermined computation capability, increased network latency due to excessive outbound traffic and hardware resource exhaustion. To evaluate the impact of an attack, it is necessary to carry out a detailed comparison of system characteristics before and after an alarm is triggered. This is made possible by our real-time system performance monitoring tool, which collects system run-time performance data and saves them into a system metadata database as shown in Figure 1. The impact evaluation module queries the database about the following system metrics to find any differences before and after the event:
Number of running services
Processor time, queue
Memory usage
Network bandwidth, latency

3.5. Decision Support and Aftermath Mitigation

One of the major contributions of the proposed architecture is its capability to provide insightful information on current attacks and more precise counteraction with regard to the Subject, Verb or the Object. Depending on which elements of the SVO triple pose threats to the protected system, the decision support engine can automatically perform any one or a combination of the following three categories of actions:

- Ban current user
- Terminate operation
- Quarantine objects

In addition to the above three instantaneous actions, the decision support engine uses a rule based reason system that will investigate the nature of the attack, and take post-attack actions to eliminate security vulnerabilities and prevent the same type of intrusion from happening again. For instance, security level of the objects can be escalated immediate to prevent future unauthorized access. A system administrator will be notified automatically. The administrator will often perform further investigation into the nature of the event and install patches to eliminate security holes. Howard proposed a variety of security precautions in building secure software [10]. Many of those techniques can be applied to unaffected systems on the same network to prevent the propagation of the attack.

The architecture also provides an interface that can report the current status to a network based fusion engine. The network based fusion engine collects information from each computer node, and correlates the data to perform higher-level situation analysis. Information provided by the interface includes everything that is needed to determine at what time, which user, by which process, is taking what kind of action against which object. With such fine-grained information, the network based fusion engine is able to take more effective actions to mitigate the aftermath of an intrusion such as terminating established TCP connections, closing ports, and isolating the affected host.

3.6. Performance Analysis

Once the IDS is installed on a computer, it runs constantly in the background to protect hardware/software resources defined in the CES. This adds to run-time computational overhead similar to antivirus packages. The overhead depends on the size of the CES. A smaller CES will have less impact on the system performance than a larger CES because the latter will involve checking on more events in run time. On computer systems that contain sensitive data, advantages of the SVO based IDS will greatly outweigh potential performance impact. The impact can be further reduced by introducing a security screening process that checks login attempts by any user out of normal operation hours.

4. Design Issues: Collecting User/System Data through WMI

The architecture proposed in this paper heavily relies on the capability to collect real-time information at both the system level and the process level. Microsoft WMI is a set of extensions to the Windows Driver Model that provides an operating system interface through which instrumented components can provide information and notification [11]. WMI includes real-world manageable components, available from the DMTF standards with some specific extensions that represent the various Windows components. To locate the huge amount of management information available from the CIM repository, WMI comes with a sql-like language called the WMI Query Language (WQL). WMI can be used to obtain data about your hardware and software by writing a client script or application, and data can be provided to WMI by creating a WMI provider.

![Figure 2 Real-time User Profiling & System Performance Monitoring Tool (SysMon)](image-url)
Figure 2 is a screenshot that shows the SysMon tool we developed to collect system run-time information through WMI. The following is a snapshot of the information collected using the real-time user profiling and system performance monitoring tool that runs on our desktop systems:

<table>
<thead>
<tr>
<th>ID</th>
<th>User</th>
<th>Usage</th>
<th>Counter</th>
<th>CurTime</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>1</td>
<td>1</td>
<td>Processor(_Total)</td>
<td>2006-09-20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Interrupts/Sec</td>
<td>17:08:04</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>16</td>
<td>Processor(_Total)</td>
<td>2006-09-20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Processor Time</td>
<td>17:08:35</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>0</td>
<td>Processor(_Total)</td>
<td>2006-09-20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>User Time</td>
<td>17:08:59</td>
</tr>
</tbody>
</table>

5. Summary

To verify the overall effectiveness of the proposed architecture, a simulation platform has been built to simulate attacks and study the reactions of the IDS system. The simulation uses Discrete Event System Specification (DEVS) [12] to describe the proposed architecture. The simulation is described in detail in [7]. The initial experimental results are very promising. We are currently obtaining real world data on which a full verification of the proposed approach can be carried out. Our future research will focus on the mitigation of attack aftermath.
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Abstract

Weak Bisimulation is a process calculus equivalence relation, applied for the verification of communicating concurrent systems [26]. In this paper we propose the application of Weak Bisimulation for Enterprise Application Integration verification. Formal verification is carried out by taking the system specification and design models of an integrated system and converting them into value passing CCS (Calculus of Communicating Systems) processes. If a Weak Bisimulation relation is found between the two models, then it could be concluded that the EI Architecture is a valid one.

The formal verification of an EI Architecture would give value to an EI project framework, allowing the challenge of cumbersome and complex testing typically faced by EI projects [18], to be alleviated, and thus increasing the possibility of a successful EI project, delivered on time and within the stipulated budgeted costs.

This paper shows the applicability of value passing CCS (or equivalent) formal notation to model the EI systems characteristics, as well as investigates into the computation complexity of available weak bisimulation algorithms, in order to analyze the applicability of this proposition in real life.

1. Background

In the process of searching for an Enterprise Integration (EI) specific framework to guide an integration team in the strategic implementation of an integrated IT landscape within and beyond the scope of a single enterprise, an extensive research in the following areas of Enterprise Integration was made:

- Integration and middleware technology [7] [20] – for acquiring the understanding of the technological mechanisms that make systems integration possible.
- Standards [3] [20] [28] – to be aware of the agreed upon standards in order to work on their lines.
- Scientific foundation [26] [29] [28] – in order to be able to add value to the field of Enterprise Integration based on the concepts of Computer Science and Software Engineering.
- Challenges [9] [10] [18] [20] [21] [22] [33] – in order to locate those Enterprise Integration specific areas that need improvement.
- Methodology and Best Practices (Linthicum 2003) [30] [33], [32] – in order to have the knowledge of existing improvement efforts and possibly build on them.

The industry research, made up mainly of compiled industry reports, articles [4] [16] and literature [5] [7] [10] [20] [30], allowed the broad understanding of the current state of EI projects in industry; from the projects business drivers, technologies and methodologies being used, to the factors affecting the success of these projects. On the scientific level, the research investigated which areas of computer science and software engineering could be applied to EI projects, in order to improve the situation of this area. [26] [29] [28]

1.1. Software engineering principles

A sound software engineering framework is one that delivers high quality software deliverables on budget and on time. [11] [29] In the case of an EI-specific framework, it is being proposed that in addition this would be a framework that is targeted specifically at EI systems, that achieves the EI-specific goals and qualities, allowing the EI project challenges to be overcome, and thus maximizing the probability of success and avoiding project failures as identified in [21].

1.2. EI-specific framework value
The proposed value of an EI-specific Project Framework could be better explained in the following scenario: take a software project manager who has managed traditional software projects for some time, but is now faced with the challenge of setting up an EI project plan. He/she should be aware of the fact that managing an EI project, although still a software project, requires a specific management framework to address the specific EI challenges. An EI-specific management framework would be very beneficial, in this particular case, to start building the EI project plan and carrying out all the necessary tasks leading to an effectively built EI system.

1.3. EI project challenges, goals and qualities

Further to what was presented in [9], according to [21] and [12] the main challenges causing failure in EI Projects include:

- Lack of standard methodologies – so far only industry best practices and EI product specific methodologies were found.
- Lack of proper business process definitions – in fact many business models today exist only in the head of departmental managers and at times these also conflict with the understanding of their colleagues.
- Lack of business units co-operation – In several cases, business units only communicate to put the blame on each other, and compete fiercely for company budgets. On the other hand, EI projects require full business unit co-operation.
- Implementation is more complex than expected – An EI implementation usually consists of several implementation technologies, packages from different vendors, multiple platforms and an unexpected number of interface links.
- Relying too much on integration technology for project success – Middleware technology in fact is only an enabler of integration implementation but far from being a complete software engineering tool.
- Lack of thorough testing - this is so, given the newly introduced integration level and the enterprise wide scope of such systems.
- Lacking the proper integration team roles – EI projects, given their novel nature, are only seen by the IT department as just another IT project, and fail to re-organize the IT roles before the start of these projects.

[30] compiled a list of goals and qualities that should be reached/exhibited by an EI-specific project framework. These are as follows:

(Goals)
- Ensure that the EI architecture and developed applications satisfy business needs
- Describe how to manage the EI process
- Describe how to work with legacy systems and packaged solutions to integrate them
- Provide guidance on technology selection and standardization
- Ensure that the methodology promotes reuse

(Qualities)
- Align IT with the enterprise business strategy
- Build on a solid enterprise architecture
- Leverage legacy and commercial software
- Focus on security

In addition to these goals and qualities, the main strategic business value of EI today is that of being an enabler of Business Process Management [23] [24] [19]. This point was taken into consideration and a decision was taken to focus on the Business Process Integration [10] type of integration, where the main focal points of integration are the business process and not the applications. Here, Application Integration is only a consequence of joining up the business processes, but not the main driver.

These goals and qualities along with the EI project challenges form the basis for the reasoning underlying an EI-specific framework.

1.4. Framework building blocks

The foundation of this framework is made up of building blocks from the fields of Computer Science, Software Engineering and Business Management. These building blocks are:

1.4.1. Value passing CCS (Calculus of Communicating Systems) or equivalent Process Calculus – from the field of Computer Science that allows the mathematical modeling of communicating concurrent and mobile systems. [26] CCS allows the formal specification and reasoning of communicating concurrent systems. Its applicability to the EI domain is shown in section 3 of this paper.

1.4.2. Unified Modeling Language (UML) – a software engineering tool allowing the modeling of software specification and design. [28] UML was
chosen due to the wide adoption in the software engineering world and its OMG standard status.

1.4.3. Business Process Management (BPM) – a business management discipline born out from Business Re-engineering that advocates end to end business process modeling, automation and their continuous monitoring and optimization. [5] This building block was made part of the project in order to be able address the goal of EI systems to be an enable to Business Process Management programmes.

This paper concerns only the application of the first building block: value passing CCS. More specifically, Weak Bisimulation, that is a binary relation on CCS processes [26], is being proposed as a possible tool for the verification of EI architectures.

1.5. Scope

The whole process required for completing the formal verification of an EI architecture is illustrated in figure 1, where the business process model defines the system specification and the EI Architecture is the system design that is verified against the business process model.

This paper shows the applicability of process calculus such as value passing CCS to the domain of EI, present a treatment of Weak Bisimulation and the possibilities this offers as a formal verification tool, and place the verification step within the context of an EI-specific framework. The formal specification and design, as well as an in-depth look at the verification process will be treated in subsequent papers.

2. Formal EI verification proposition

Weak Bisimulation ($\approx$) is a process binary equivalence relation based on the equivalence of just the observable reactions between 2 processes. In other words, as long as the second process can match each observable reaction sequence of the first process and vice versa, the 2 processes are regarded as weak bisimilar, irrespective of their internal reactions. Thus Weak Bisimulation is also known as observation equivalence, with the processes in question regarded as black boxes

[26] shows how the weak equivalence relation ($\approx$) could be used to prove that a particular system structure implements correctly a particular system definition. More specifically he showed the application of Weak Bisimulation as follows: $\text{System} \approx \text{Specification}$.

![Figure 1 – EI Architecture verification process](image)

Business Process Model $\approx$ EI Architecture

Weak bisimulation is the chosen process equivalence relation for the fact that a system specification does not have as yet an internal structure and as a consequence, minimal internal reactions. Thus, this reasoning rules out both Structural Congruence ($\equiv$) and Strong Bisimulation ($\sim$). Given that Weak Equivalence ($\approx$) is insensitive to both internal reactions and structure [26], it fits well the need of proving the correctness of the implementation of a system against its specification.

Applied to the domain of Enterprise Integration, or more specifically to the chosen Business Process Integration type of integration, this observation equivalence relation is being proposed to be applied as follows: -

Business Process Model $\approx$ EI Architecture

The Business Process Model defines the required business process flows to be automated by the underlying system, whilst the EI Architecture is the design of the EI system implementing the business flows. By mapping these models into value passing CCS processes, the equivalence between the Business Process Model and the EI architecture, could be formally verified by finding a Weak Bisimulation relation between these two processes.

3. EI systems characteristics

From the initial research underpinning this paper, the following architectural characteristics of EI systems stood out: -

- Concurrent Systems [7] [20]
The next four sub-sections introduce these characteristics and show how value passing CSS fairs, in modeling these characteristics.

3.1. Concurrent Systems

In EI architectures, concurrency is exhibited by the several applications, services and middleware executing in parallel, whilst messaging is the communication link between them. In Enterprise Integration, messaging is carried out by several middleware technologies that link applications together. [20] categorizes the middleware technology available today as follows:

- Remote Procedure Calls – this type of middleware allows a software process to make synchronous calls to remote processes. E.g. Java Remote Method Invocation (RMI) [17]
- Message Oriented Middleware – this type of middleware is a queuing software that allows software processes to write and read messages to and from a queue. Communication between processes is asynchronous with guaranteed delivery. E.g. MQSeries. [14]
- Distributed Object Transactions – this is a middleware infrastructure allowing the exposure of business logic making up applications, supported by a transactional platform. E.g. Component Object Model (COM) [25] and Common Object Request Broker (CORBA) [6]
- Database Oriented Middleware – this kind of middleware provides software processes with access to database servers. E.g. Open Database Connectivity (ODBC) [15]
- Transaction Oriented Middleware – this type of middleware provides co-ordination of information movement and method sharing within the scope of a transaction. These are mainly to link legacy procedural applications to the transactional enterprise level. E.g. Tuxedo [2]

As defined by [26], value passing CCS – a formal way of modeling concurrent communicating systems, where variables are allowed along communication channels - is able to model concurrency and messaging, in the following ways:

3.1.1. Concurrency. Being an extension of the CCS (Calculus of Communicating Systems) [26] value passing CCS supports the modeling of concurrent processes with the construct \( P := (P_1 | P_2) \), where processes \( P_1 \) and \( P_2 \) are parallel composed together.

3.1.2. Messaging. The following value passing CCS constructs support the modeling of messaging as represented in Business Process Models (Figure 2) and EI Architectures (Figure 3). Figure 4 shows how these are represented in value passing CCS.

Input channel - \( x(y).P \), means input a name on channel \( x \) by substituting with place holder \( y \), and use the input in process \( P \). In the EI scenario, \( x \) can represent a listening port such as a web service. The name \( y \) represents the place holder for an incoming message. Continuing on the example of a web service implementation, this incoming message can be an input XML (eXtendible Markup Language) document to the web service (a tagged data document), whose schema is referenced in the web service WSDL (Web Service Definition Language), which defined the interface of the particular web service.

Output Channel - \( x <y>.P \) means output the name \( y \) on the channel named \( x \), and then do \( P \). In previous the web service analogy, this represents the consumption of the web service, where an XML document \( y \) is sent from the client application along channel \( x \). In this case \( x \) is the TCP/IP based connection using the SOAP protocol.

![Business Process Modeling Notation – Sending a message](image)

In EI, messaging can be either synchronous for example in the case of a web service call or a Remote Procedure Call (RPC), or asynchronous, as in the case of message queues. It is possible to model both these types of messaging using value-passing CCS as follows.
3.1.3. Synchronous Messaging

\[ P = \text{new } x \ (P1 \ | \ P2) \]

\[ P1 = \overline{\text{x<y>}}.x(z).P1' \]

\[ P2 = x(a).\tau.y<w>.P2 \]

Using the web service analogy in the above simplified process; an application process \( P1 \) consumes web service \( P2 \). \( P1 \) calls \( P2 \) along channel \( x \) and passes the XML document \( y \) as an input. When the call is made, \( P1 \rightarrow P1'' \) transition occurs, where \( P1'' = (z)x.P1' \). In the \( P1'' \) state, the calling process is kept blocking waiting on the same channel for web service \( P2 \) to return. Once a message is returned back along channel \( x \) the calling process goes into state \( P' \) executing the rest of the process.

From the server’s perspective \( P2 \) listens indefinitely on channel \( x \). When an XML document arrives along channel \( x \), the web service executes its internal logic, represented by the tau (\( \tau \)) symbol, and returns an output document XML back on channel \( x \) to \( P1 \) on completion. The web service then resumes in state \( P2 \) listening indefinitely for the next call.

3.1.4. Asynchronous Messaging

\[ P = \text{new } x \ y \ (P1 \ | \ P2 \ | \ P3) \]

\[ P1 = \overline{x<y>}.P1 \]

\[ P2 = x(w).\tau.y<w>.P2 \]

\[ P3 = y(z).\tau.P3 \]

Process \( P2 \) handles continuous asynchronous communication between processes \( P1 \) and \( P3 \). Even though the communication between \( P2 \) and the other processes is synchronous in terms of readiness of processes to be able to communicate between each other, process \( P2 \) provides the mechanism for asynchronous messaging between \( P1 \) and \( P3 \). In the above-simplified example, \( P2 \) models a messaging queue-like structure, allowing application \( P1 \) to asynchronously call \( P3 \) without blocking, even in cases when \( P3 \) is not ready to communicate.

3.2. Business Process Modeling

Business Process Modeling involves the modeling and documentation of the business process flows within an enterprise and is a main element of Business Process Management [5] [3] [Smit & Fin 03]. EI systems are expected to serve as an infrastructure to these modeled processes, possibly by means of a Business Process Management System. [23]

CCS abstracts the notion of a process and is not specific to any particular software process living in a computer memory. Thus, it can be argued that CCS could also be suitable for modeling processes in the business sense. In the business context, we have business processes, embodying workflows, running in parallel communicating between each other inter-departmental and business to business (B2B) messages. In [34], Smith and Fingar elaborate in full detail of how Pi Calculus, an extension of CCS incorporating mobility, perfectly suites the modelling requirements of business processes.

As a matter fact, Process Calculi are already being applied to BPM for other reasons. The Business Process Modelling Notation (BPMN) adopted by the Business Process Management Initiative (BPMI) [3] is fully based on Pi Calculus foundations; as is the Business Process Execution Language For Web Services (BPEL4WS) by Microsoft Corporation [25] and IBM [13] and the BPML (Business Process Modelling Language) by the BPMI.

3.3. Mobility

From personal experience in enterprise integration projects, the communication links between the nodes of an EI architecture (applications, services and middleware) are not of fixed nature but rather of a dynamic mobile nature, where communication channels are created, moved and destroyed. For example we have the scenarios where communication channels between two processes are created as in the discovery of a web service by UDDI (Universal
Discovery Description and Integration) protocol [35]. There are also situations of channel proliferation where for example an application server or middleware becomes unavailable. There are also situations of pure mobility where a communication channel is relocated in the process space as in the scenario where a client application is instructed to start communication with an alternate server for example, for performance reasons or during a seamless, no down time, new application roll out.

Mobility in the context of business processes is reflected in the continuous change in business rules as a result of a Business Process Management Programme [Smith and Fingar, 2003]. An example is where in a move to eliminate bureaucracy an electronic components manufacturing company consolidates approvals of component designs in one department. In this case a link between the engineering department and the first auditing department in line, moves to a link with the newly created consolidated department.

Pi Calculus supports the modeling of process mobility by definition; in fact Pi Calculus was invented by extending the CCS to support mobility. Mobility is modeled in Pi Calculus by allowing names representing communicating channels to be themselves passed as messages along channels. [26]

Even though Pi Calculus would be required to model mobility, for the time being only value passing CCS is being considered in order to make the proposition of this verification tool clearer. Moreover, the researched Business Process Modeling Notation [3] does not include the concept of mobility within the graphical notation; thus making value-passing CCS sufficient for formally representing business models built using this notation for the time being.

3.4. Security

Now that the applications have been ‘opened up’ in order to communicate possibly with the whole world, the issues of security breaches increase [Ruh, et al, 2000]. An improper security infrastructure can invalidate an otherwise well built integrated architecture. In fact the role of secure messaging increases immensely in such architectures. The importance of security in EI projects has already been identified in the Secure Application Integration Methodology by [30].

The notion of restriction in CSS denoted by (new x) P means that x is for the exclusive use of P. A more specific example is P = new x (P1 | P2) which means that P1 and P2 communicate via a private channel x even when placed in the context of other concurrent processes having a channel with the same name [26]. This construct enables us to model secure communication channels in integrated architectures.

Having said that, this does not mean that by using the restriction construct, it means that model is definitely secure, it only specifies that the indicated channel of communication should be secured. A typical case where a secure channel does not imply complete overall security is shown in the following system:

\[
\text{System} = \text{new } x \ (P1 \mid P2) \mid P3
\]

\[
P1 = x(\text{outval})
\]

\[
P2 = x(\text{inval}), y(\text{inval})
\]

\[
P3 = y(\text{inval})
\]

Where even if P1 and P2 communicate via a secure channel, over which P3 can never interfere, it is still up to the implementation of P1 and P2 to ensure that that any sensitive data is not passed on to P3. In the above example, P2 is sending the data received over the secure channel x to P3.

Still, having the individual processes formally defined, these can be individually formally verified in terms of system security.

4. Enterprise architecture verification

It is being proposed that CCS based verification occurs within an EI framework as follows.

Once the Business Process Model diagram (the system specification), and the EI architecture (system design) are produced, these are converted to CCS processes. This way the model passes from a semi-formal representation of the system to a formal one. If a Weak Bisimulation relation were found between the two processes, the EI architecture would be considered equivalent in behavior to the Business Process Model, and thus validated.

This verification step is carried out during the framework stage where the EI Architecture is completed and the lower level steps of design and implementation are about to start (Figure 5). Having the architecture validated at such an early stage maximises the success of the EI system by alleviating the challenge of EI testing as discussed in [18] and [21].
5. Practical applicability

In order for the proposed EI Architecture formal verification tool to be practical and usable in real world applications, the verification process must be automated, and the algorithm automating the process should do this in an efficient manner.

[1] explain that Weak Bisimulation can be decided in a time complexity of $O(n^{2.3})$, where $n$ is the number of states, using a technique called the partitioning/splitter technique. Thus, using this algorithm, it is possible to efficiently decide a Weak Bisimulation between two processes given that:

1. We keep the number of states finite
2. Possibly minimizing the number of states

The first condition can only be adhered to by not using variables from infinite domains (the algorithm does not work on symbolic labeled transition systems). This might sound too restrictive at first, but if it is kept in mind that at this stage the system is simply being described rather than specified in terms of computations, it can be viewed from a different aspect. For example, consider a task that receives an integer, and decides on two alternative flow branches based on the value of the integer received. In the system specification and design models, one simply needs to pass a boolean value based on the size of the integer. In this case, instead of using a variable from an infinite domain, one can use a variable from a finite one. The latter can be achieved by assuming synchronous parallelism as described in [1], and thus avoiding a state size explosion when a system is made up of several parallel composed processes.

An alternate approach would be that of using a Weak Bisimulation algorithm that functions on symbolic transition systems, allowing the use of variables from an infinite domain. [8] present an efficient Bisimulation algorithm stating that is possible to port to the symbolic case.

6. Conclusions

This paper attempts to show that the application of value passing CCS and Weak Bisimulation as a means of validating an EI Architecture against the Business Process Model is possible by the treatment of the mapping of Business Process Models and EI Architectures to value passing CCS processes. CCS is able to model the main features of EI systems; these being Concurrency, Business Process Modeling, and Security. On the other hand the Weak Bisimulation relation is an equivalence relation that is insensitive to internal structure and reaction. This enables the checking for an equivalence relation between the Business Process Model and the EI Architecture. Whilst Pi Calculus would be required to model the remaining EI characteristic, mobility, this is not considered for the time being since mainly since no Business Process Modeling Notation researched so far addresses mobility, and also for reasons of better focusing on the usage of the proposed formal verification system in real life.
The formal verification of the EI Architecture is proposed to give value to an EI-specific project framework, allowing the challenge of complex testing typically faced by EI projects, to be overcome by allowing the formal verification of the architecture, before development and testing starts.

Finally the paper also proposed a sound foundation for a way forward for a practical application of the proposition, by mechanically automating the verification process.
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Abstract
Frameworks are an important technology to reduce software development costs and shorten the time-to-market. However, framework complexity presents reuse problems that limit its success as an application development alternative. It has been widely recognized that is necessary to effectively communicate frameworks and provide appropriate tool support, but we argue that difficulties are also related to the considered framework model.

We find that the level of support that tools can provide is decisively dependent on the kind of available framework documentation, which in turn is intimately tied to the considered framework model. In this paper, we present our framework model and respective supporting notation. We describe their appliance to the design and description of an application framework. This case study illustrates how the proposed model and documentation approach alleviate difficulties of framework reuse, namely its comprehension and instantiation.

1. Introduction

In an ever-increasing computer dependent business world, software becomes more complex and a crucial part of the financial plan. Therefore, the development costs and time-to-market must be reduced as much as possible, while ensuring its qualities and correctness. Frameworks, components and product lines are the dominant industry practice technologies to achieve the aforementioned long-time pursued goals of software engineering. These technologies are not mutually exclusive, and frameworks are often used along with the other two.

A framework is an incomplete design that factors commonalities and variabilities of a specific domain of application. It provides implementation for the ready-to-use common elements (frozen spots in [1]) and localizes variability at predefined abstract variation-points (hotspots in [2]). Framework design is more abstract and complex than usual programs and the dependencies between collaborating elements can be indirect and obfuscate the architecture (the structure of the framework components and their interactions with the environment).1

Consequently, frameworks are often hard to understand. The slow and possibly large learning curve is an important limitation for the successful adoption of framework-based reuse. Other problems exist from framework development to its maintenance, as identified in [3], but this work is especially concerned with the complications frameworks pose to application developers. It has been widely recognized that it is necessary to effectively communicate frameworks and provide appropriate tool support, in order to minimize the effort required to build applications. Several steps have been given in this direction (e.g., [4], [5], [6], [7], [8], [9]), but as is demonstrated in [10] difficulties still endure. We follow along these lines in order to get closer to the two-abovementioned goals.

We argue that framework reuse problems are crucially related to a whitebox perspective, and to the lack of documentation about runtime structure. Hence, we turn to blackbox frameworks and component-oriented programming, to define a model for frameworks aimed at facilitating reuse. Furthermore, the level of support that tools can provide is decisively dependent on the kind of available framework documentation, which in turn is intimately tied to the considered framework model. We discuss these arguments more thoroughly in [12], and in this paper, we illustrate their relevance and use through the description of a case study application framework. We analyse how the model influences the structure of a framework for classification systems and how the documentation approach can be used to describe it. This case study illustrates how the proposed framework model and documentation approach alleviate difficulties of framework reuse, namely its comprehension and instantiation.

1 This definition is more specific but agrees with that of IEEE 1471-2000 Standard or ISO/IEC 25961 Draft International Standard.
We start, in section 2, by presenting proposed framework model. In section 3, we discuss the foundation for our documentation approach and describe the proposed notation. In section 4, we introduce the Classification System Framework. Section 5, illustrates the application of the framework model and proposed notation to the description of the case study framework. Related work is reviewed in section 6. Finally, in section 7, we present the conclusions and future work.

2. Framework model

Programming and design choices influence the way frameworks and, more generically, reusable software are built. They determine framework characteristics that are decisive to the problems and complexities that can arise when reusing frameworks, e.g. comprehend design rationale, identify variation-points, how to implement adaptations, understand how the framework can be composed with other software and difficulties in setting up the running application. Framework properties influence the requirements on documentation approaches and the kind of support that tools can provide. For example, blackbox frameworks enable the implementation of visual builders to help in its instantiation. On its turn, framework documentation depends on the characteristics of the framework to be described, e.g. small or large size, whitebox or blackbox [13], called or calling [14].

Part of the aforementioned problems are related to: whitebox reuse, which exposes details that hinder design rationale; inheritance that introduces implementation dependencies that complicate adaptation and can easily break the architecture; lack of clear framework interfaces for composition; and, obscure runtime structure that makes hard to instantiate the application. Our framework model addresses these issues, namely it approximates the framework concept to components, introduces the service-point concept, fosters interfaces and blackbox reuse, and exploits role modelling advantages, and applies component-oriented programming at the internal framework level. The UML class diagram of figure 1 depicts the resulting conceptual and structural framework model.

2.1 Frameworks and components

The proposed framework concept is inspired by the idea of framelets [15], and it is matched with the definition of components given in [16]. We consider frameworks to be small, not assuming full control of the application, and deployed as components. Contrary to framelets, they do not have an explicit limit size, because it is very dependant on the addressed problem or domain of application. Likewise, we propose frameworks that can be used independently and do not have to be integrated in a family of related frameworks. Perhaps a more influential characteristic of this model is that frameworks do not assume to be in full control. Thus, frameworks must provide means for its operation to be controlled externally, which is crucial for the problem of composition. We consider frameworks that, just like components, provide services and mechanisms to (partially) control those services (e.g., initiating a task). They are packaged and deployed to be reused by third parties as components, i.e., to be composed with other such frameworks to build complete systems. However, they retain most of the flexibility that frameworks traditionally provide.

We consider the framework to be constituted by internal components, which provide separate computational and compositional interfaces. An internal component is a class or a very small group of classes, represented by one of them. In the context of object-oriented languages, internal components are object-oriented components, i.e. they are not full-fledged components because they are not independently deployable. However, internal components are reused as is, in the context for which they were developed. Third parties compose their instances to configure the framework component. Our component-oriented approach does not consider, and is independent of, any standard component model and respective infrastructure.

![Figure 1. The framework model.](image-url)
not be tailored to application specific needs in a disciplined way. Consequently, we explicitly support and foster frameworks that have neither a purely called nor a purely calling architecture, in order to offer composability and adaptability, which are two crucial features for effective reuse.

To support this perspective, we introduce the concept of service-points: parts of the framework interface that are designed to be called by clients. The service-points are anticipated by framework developers and identify services that play a key role in the framework operation. The interaction between clients and framework can vary from single method invocation to complex protocols that impose obligations on the clients. Similar to what is practice in component-oriented designs, these obligations can be expressed by required interfaces. So, a service-point is comprised by a provided service interface and a corresponding required client interface. The framework is called by clients (implementing the required interface) through the service interface. The client interface is optional, because service-points do not always need to impose constraints on clients.

2.3 Interfaces and blackbox reuse

We propose a model in which frameworks variation-points are implemented exclusively by object composition with message forwarding via interfaces. This approach avoids many problems associated with inheritance. Programmers provide application specific components that implement the interfaces of variation-points. The framework calls the adapting components through these required interfaces, which we name variation interfaces. Inheritance remains as a useful mechanism to reuse implementation inside internal components.

In the literature, the term blackbox framework conventionally designates a framework that provides a selection of components to fill in all or most of its variation-points. According to this point of view, applications are developed exclusively by composing objects: instantiating the objects, setting their state and interconnecting them. As a result, this kind of blackbox framework is hardly composable. Service-points alleviate this problem, but more adaptability is necessary. The way service-point clients compose frameworks – implementing required interfaces – is also the way application specific components adapt the variation-points. For this reason, our notion of blackbox framework includes the implementation of required interfaces uniformly, no matter if they belong to service-points or variation-points. Moreover, we relax our blackbox reuse concept to the point of ignoring whether framework designers or application developers are the ones that provide the components for (required interfaces of) variation-points. Although this is not the traditional understanding, it does not contradict the seminal definition given (by Johnson & Foote) in [13].

2.4 Exploiting role modelling

Role modelling can be considerably useful for the development of frameworks, as is illustrated in [17], because role models can be composed without being prematurely tied to a code structure that implements them. In what regards framework reuse, role modelling brings in several advantages, such as: a flexible and more natural way of defining restrictions upon clients; and, role interfaces are smaller than monolithic or “fat” object interfaces, which reduces coupling and provides more flexibility and reusability.

In [18] it is applied at design level, defining framework blackbox use by clients with explicit restrictions. Its articulation with class models for framework white-box adaptation through inheritance is also defined. We extend its appliance to blackbox frameworks at implementation level, namely for adaptation through object composition via interfaces. This way role modelling flexibility and reusability advantages apply uniformly to the complete framework interface. Variation interfaces describe roles to be played by application specific objects that are invoked by the framework. Client interfaces describe roles to be played by client objects, defining constraints for using the framework services. And, service interfaces describe roles played by framework objects that identify framework services to be called by clients.

3. Framework documentation

The model previously described shapes the documentation constructs described in this section. We propose a formal prescriptive documentation approach that can be used by tools in order to provide suitable support to application developers for instantiating frameworks. First, we discuss the documentation approach, and then, we address the proposed constructs.

3.1. Notation format

Complete framework documentation covers several aspects of framework description (application domain and objective, static structure, dynamic behaviour, how to use it, example applications, etc.), which can address various kinds of reuse scenarios (instantiation, maintenance, design mining, etc) with different needs. From this diversity, we are interested in documentation that can help to describe frameworks and, at the same time,
can be handled by tools providing assistance in the instantiation activity.

Although describing the design is a framework developer responsibility, the chosen documentation approach is decisive to the following phases of the reuse process to be carried out by application developers. This issue has two sides: the reuse possibilities, and the amount of support (or automation) that can be provided by tools. In [11] we discuss both sides of the question and we conclude that descriptive techniques are necessary to support unanticipated reuse (with opened possibilities), and formal notations are required to provide tool support.

In our opinion, to provide documentation that enables unanticipated reuse is vital for the success of frameworks as a reuse paradigm. Hence, we take a descriptive approach, but we augment the reuse flexibility it offers with as much guidance as possible. Namely, we propose a descriptive technique supporting the explicit description of variation-points and service-points.

Since we look for documentation that can be processed by tools, we follow a formal documentation approach. However, the mathematical notation of most formal languages can be an impediment to its wide use by application developers. Additionally, visual notations have decisive advantages over textual languages, when it comes to communicate software design and architecture. Unsurprisingly, UML comes up as a natural choice to describe frameworks, because it is the standard object-oriented design notation in industry. Furthermore, it is a general-purpose notation that can be extended by domain specific profiles.

3.2. The UML-FD profile

Generic object-oriented notations (e.g., UML) provide constructs for the design of applications, but they lack support for concepts specific to framework reuse. The only such concept that UML 2.0 [19] provides is the «framework» stereotype, applicable to package meta-class in order to identify packages that modularize a framework. One of the important aspects that have been widely acknowledged is the need to explicitly identify framework variation-points (e.g., [4] [5] [8] [9]), and define them. Whether a class or an interface is part of a variation-point or not, cannot be derived from its intrinsic properties, neither can it be derived from the domain modelled by the framework. Likewise, whether or not an interface is part of a service-point, and whether it is a client interface or a service interface, has to be (explicitly) specified. Both variation-points and service-points are always conscious design decisions made by framework designers; altogether, they describe the framework interface or API. Thus, they are fundamental concepts that must be clearly identified and described, in order to provide guidance for reuse activities. They should be first-class entities of framework modelling.

The UML Profile for Framework Description (UML-FD) extends UML with annotations dedicated to support framework concepts. It provides constructs for variation-point and service-point explicit specification, and other relevant structural elements, according to the previously defined framework model. The UML-FD profile is defined for UML 2.0, making use of its improved extensibility mechanism. UML 2.0 profiles are consistent with the more general Meta Object Facility (MOF) extension mechanism, being defined as a specific meta-modelling technique: stereotypes are specific metaclasses, tagged values are standard metaattributes, and profiles are specific kinds of packages.

Figure 2 defines the UML-FD profile abstract syntax and its integration with the UML 2.0 meta-model. Below, we describe the UML-FD annotations for the description of frameworks. All the UML meta-classes extended by UML-FD belong to the Classes language unit. According to the nature of the extensions and its purpose, they are arranged in three groups: component structure, blackbox variation-points, and service-points.

3.2.1. Component structure. The «InternalComp» stereotype can be applied to framework classes and interfaces. It identifies a framework internal component. It has a property named instances that limits the number of instances that can be created for the respective component, which is useful for example to document singletons (‘1..1’) and, more broadly, to express probable scalability boundaries of the architecture. The class/interface gives the full type of the component, and the component instances encapsulate any “internal” objects.
The «Composition» stereotype can be applied to an interface of an internal component. It identifies a composition interface, which defines the methods (whose names typically start with ‘set’, ‘add’, ‘remove’, etc.) necessary to configure the component instances and link them with other instances.

3.2.2. Variation-points. The «Realize» stereotype is applicable to interfaces required by framework components. It identifies an opened variation interface that defines an abstract type for which application specific components can/must be provided. It has a property named restricted that if true forbids subtyping (implementations cannot have a more specific interface).

The «Select» stereotype is applicable to interfaces and abstract classes (for increased flexibility in framework implementation), for which the framework provides a collection of implementations. It identifies a closed variation interface that limits the specialization options to those stipulated by framework designers. It has a property named kind, whose value can be single (only one kind of components allowed), set (several kinds of components but no more than one instance of each kind), or collection (several components possibly of the same kind).

The «Define» stereotype is applicable to parameters of operations in component interfaces. It identifies a parameterized variability that defines an important characteristic of the framework (e.g., in opposition to ordinary parameters for component interconnection).

3.2.3. Service-points. The «Service» stereotype can be applied to interfaces provided by framework components. It identifies a service interface that application specific components can use to interact with the framework. The service interface can have one corresponding client interface that is identified by an association between the latter and the internal component realizing the former. This construction describes the most powerful form of service-point.

The «Client» stereotype can be applied to interfaces required by framework components. It identifies a client interface to be implemented by application specific clients that use the corresponding service interface. Any (callback) methods it contains define client constraints, namely static behaviour obligations.

Note that different framework components define different service-points that can involve the same service and/or client interfaces. Moreover, the same interface can have opposite semantics in more than one service-point. To handle this problem, the «ServiceAndClient» stereotype can be applied to interfaces that are both provided and required by different framework components. It includes the properties serviceOf and clientOf that contain a list of the components’ names for which the annotated interface has the service and client semantics, respectively. Tools can filter the display of the semantics applicable to each service-point by looking up the components’ names in the lists.

The «Control» stereotype can be applied to operations of framework internal components that play a key role in the framework operation. It identifies a control operation to be called by clients in order to externally control a special framework function or trigger an important event. This is the minimal form of service point, without a separate service interface.

It is worth to mention that the newly introduced metaclasses «Composition» interface, «Select» interface and «Define» parameter, only come to play during the application instantiation phase. They reflect the dynamic needs of the run-time component composition. The composition interface is used to interconnect components, and the other two are blackbox variation-points that are defined (concretized) during the application definition.

4. The Classification System Framework

Classification systems are used for quality control, by classifying products according to the level of compliance with predefined or standard properties. They read a number of sensors monitoring products properties and, in consequence, control actuators that make the classification. Typically, there is a trigger sensor that signals a product arriving at the system. This is the start of a classification cycle: data is collected by the sensors, then it is captured in a centralized representation and processed until it can be compared with reference values; according to the comparison the product is categorized (e.g., separated or tagged). These are the commonalities typical of this kind of systems. The required variabilities include the properties to measure, the kind of measurement transformations, and the actions for each possible classification.

We have developed an object-oriented Classification System Framework (CSF) that borrows its design from [20] introducing small changes (see figure 3). There are three MeasurementEntity: Sensor, MeasurementValue and ClassificationItem. Sensors measure particular variables of the item being classified. There are ConcreteSensors that interface real-world sensors in a one-to-one relationship, and AbstractSensors that compose ConcreteSensors (e.g., for calculating the average of the values of two sensors reading the same property). The three sensor classes implement an instance of the Composite design pattern [21]. Another instance of the same design pattern is found at the MeasurementValue hierarchy. A MeasurementValue represents a property of the item to be categorized, such as weight,
size or temperature. It is responsible for the comparison between the value measured at the current item, and the reference value stored during system calibration. A SimpleMeasurementValue represents a property of the item directly obtained from a Sensor, which are generally zero-dimensional values. CompoundMeasurementValue represent properties that are composed of SimpleMeasurementValues; for example, it may contain several values from the same sensor obtained at different instants (one-dimensional), values from different sensors that are integrated into another value, or multi-dimensional data from one sensor. The ClassificationItem defines the top-level behaviour for the classification cycle, namely to collect the data from the physical item into MeasurementValues, and command Actuators to classify the item according to the comparison with reference values. The Trigger is a subclass of ConcreteSensor that is responsible for notifying the ItemFactory when an item enters the system. The ItemFactory is an instance of the Abstract Factory design pattern [21] and it is in charge of creating ClassificationItems, configure their Actuation and activate them.

The variabilities of the three MeasurementEntitys are implemented by instances of the Strategy design pattern. The way Sensors are updated depends on the application and kind of sensor. The update of Sensor’s value is abstracted by the Update interface and three cases have been identified: ClientUpdate (when the value is requested), PeriodicUpdate (when a period starts) and OnChangeUpdate (when the physical sensor notifies Sensor either via hardware interrupt or software event). The meaning of the disparity between reference values and measured values in MeasurementValues is also application specific. For this reason, we introduce the Comparison interface to the original design. The Actuation interface invoked by ClassificationItem enables the customization of the classification process, i.e. it determines which actuators to act upon and which actions to perform on the physical item. The Calibration class defines a specific kind of Actuation strategy that, instead of commanding the actuators, it rather instructs the MeasurementValues to calibrate themselves. Finally, there is a variability covering a wide spectrum of needs that is implemented through the Calculation interface. Each MeasurementEntity needs to make calculations to obtain its value(s); Sensors have to communicate with physical sensors, MeasurementsValues need to process sensor’s data, and ClassificationItems have to collect data from sensors. In the last case, a specific Calculation has been identified – CIEmpTyCalc – that simply forwards the measurement message to MeasurementsValues. A detailed description of CSF dynamic behaviour is not relevant for our purposes.

As a final note, it is important to highlight that frameworks like the CSF cannot reach the level of traditional blackbox frameworks, i.e. even when they reach maturity they cannot provide the components necessary to fill in its variation-points. This happens simply because it is not possible to anticipate, for example, the calculations for sensors that, inevitably, are application specific. Imminently, this is imperative for embedded systems, which always have to interface hardware.

5. Applying the framework model and UML-FD annotations

Being an example of good design, the CSF framework already adopts parts of our proposed model, namely: it is small, uses object composition via interfaces, and its variation-point required interfaces are role interfaces. Even though this reduces a small part of the difficulties described in section 2, it still takes considerable effort to instantiate the framework, because there is neither explicit identification nor charac-
terization of the variation-points, the service-points are not described, and there is no internal component structure. The UML-FD allows the description of these aspects of the framework, as figure 4 shows.

5.1. Blackbox variation-points

As described in the previous section, the CSF has five variation-points: (MeasurementEntity’s) Calculation, (Sensor’s) Update, (MeasurementValue’s) Comparison, (ClassificationItem’s) Actuation, and Actuator. All of them are implemented by object composition via interfaces. Therefore, most of them are annotated with the «Realize» stereotype, indicating that it is necessary to provide specific application implementations for them. The exception is Update, which gets a «Select» annotation indicating that it is a blackbox variation-point in the traditional sense (i.e. a closed variability). The allowed values are ClientUpdate, PeriodicUpdate and OnChangeUpdate and, since these are not mutually exclusive, the kind property of «Select» has the value set.

Although the «Define» annotation is not used in this example framework, it can be illustrated from the Update variation-point. Both ClientUpdate and OnChangeUpdate are simply ‘tag’ classes, which do not exhibit any behaviour. If this was also the case for the PeriodicUpdate class, all of them could be represented by enumerated values. This way the Update variation-point could be established as a parameter of class Sensor of type Enumeration, embedding the handling of the three cases exclusively inside Sensor. In this kind of scenario, the «Define» stereotype can be applied to the parameter of the method responsible for closing the variation, indicating that it is a variation-point.

MeasurementValue’s calculation and comparison algorithms are implemented as two separate role interfaces, to be realized by components linked to MeasurementValue by object composition. However, both algorithms might have been combined in a single more specific interface, forcing their realization by a single component, or, even worse, as abstract methods, forcing their implementation by deriving MeasurementValue. Both of these hypothetical cases increase the coupling between MeasurementValue and the variation algorithms’ implementations, and reduce the flexibility of the objects’ composition. With role modelling the coupling is kept to a minimum (by role interfaces) and the realization structure can vary (from one component for both, to an independent component for each), greatly increasing the reusability.

5.2. Component structure

The internal components have an intermediate granularity level between objects and full-featured components. It is easier to compose few large components than many small components, but the flexibility also decreases, as pointed in [16]. Moreover, configuring components that include too many objects can become cumbersome, because it may include too many parameters for application developers to set. This can make the interface of tools supporting component composition become less intuitive. Besides, it also imposes higher demand on the tools ability to interpret the elements of the design of each internal component. Therefore, the internal components should have a granularity that balances the flexibility of composition with the ease of configuration.

Framework designers using UML-FD should take into account the above considerations when defining the framework structure. Our approach considers internal components to be those classes whose instances compose other objects that contain a minimum of configuration parameters (ideally zero). We consider as internal components seven concrete classes and an interface, respectively: Trigger, ItemFactory, ClassificationItem, ConcreteSensor, AbstractSensor, SimpleMeasurementValue, CompoundMeasurementValue and Actuator.
All of them are then annotated with the «InternalComp» stereotype, however they have distinct values for the cardinality property. Trigger, ItemFactory and ClassificationItem have the value ‘1..1’, which indicates that an instance of each must be included in the final application. The remaining ones have the value ‘1..*’, which indicates that at least one instance is required but there is no explicit limit (naturally, the multiplicities of the associations in the static structure diagram must be observed).

From the perspective of framework communication, too many annotations can make the design diagrams difficult to read. This could be alleviated by placing the annotation in abstract superclasses, instead of concrete subclasses, and defining that by convention any concrete subclass should be treated as an internal component. However, this approach has disadvantages, because the components could only be handled using the same interface of the annotated superclass.

In relation to the composition interfaces, the «Composition» stereotype is applied to one interface of each internal component (this is not represented due to space restrictions and figure readability). In terms of UML diagrams, its representation can vary from one interface realized by each component to a separate compartment in each internal component class. We prefer the latter approach because it keeps the diagrams more clear. However, this option requires tools to implement that kind of representation for class methods that originate from «Composition» interfaces.

5.3. Service-points

Although a framework can be integrated with other frameworks (or with a platform) through variation-points, service-points constitute the dedicated interface for framework composition. The CSF has to be integrated with a platform, or some hardware interface layer, to make the bridge with hardware sensors and actuators. Additionally, it can be composed with a graphical user-interface framework, or a simpler user-interface that at least inputs the calibration command.

The reading of hardware sensors is done through the calculation() method of Sensor, while the output to hardware actuators is accomplished by the actuate() method of Actuator. However, the framework has additional interaction points, namely to receive events for updatingOnChangeUpdate sensors, triggering the Trigger and ordering the calibration of ClassificationItem. These three interaction points need to be clearly identified and, therefore, they are described as service-points (the first two in figure 5, and the last one in figure 4).

The service-point for updating Sensor components with an Update of kindOnChangeUpdate includes: the «Client» interface HWSensor describing the role of a client entity (hardware interrupt and/or software event mechanisms) with the obligation to use the service; the association between the client interface and Sensor, with an association end named sensorUpdate, that identifies the respective service interface; and, the «Service» interface SensorUpdate describing the update() method as the service to be invoked. A similar construction holds for triggering the Trigger and calibrating the ClassificationItem. The difference is that the involved framework services are control operations, respectively the trigger() method of Trigger and the calibrate() method of ItemFactory. Another relevant difference is that the calibration() control operation imposes no constraints on the client whateversover, and thus it has no associated client interface.

The SensorUpdate and trigger() service-points have empty client interfaces, because they identify roles with dynamic obligations only (invoke the identified services). Observe that both associations are not navigable from the framework side, which means the framework does not depend on them. Therefore, since they do not constitute required interfaces, they exist only at the description level. These examples show how naturally the role modelling technique identifies required clients and enables the definition of the respective obligations (dynamic only in these cases).

6. Related Work

The framework reuse problem has been addressed from prescriptive informal textual language approaches (e.g. [7]) to descriptive formally defined visual notations that extend UML [4], as well as mixed prescriptive-descriptive (e.g. [10]). Previous descriptive documentation approaches [2], [4], [5], [6], [8], [9], [10], [11], [22], were proposed independently of a framework model. Although not explicitly stated they implicitly assume a few characteristics, generally large-sized, whitebox, calling frameworks.

A framework model that, similarly to ours, also incorporates role modelling concepts and components is described in [23]. It considers that variation-points can be role interfaces, abstract classes and component implementations, depending on the needs of the applica-
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tion to be built. The model leaves aside how application specific components relate to these three kinds of variation-points, and whether variation-points are predefined (specified) or not. It considers a wide range of framework adaptation mechanisms, including a whitebox perspective using inheritance. It assumes more the perspective of a model for design and development of frameworks for in-house reuse (or opened framework reuse), than the perspective of a model for designing and structuring frameworks for third party reuse.

Specialization patterns [6] describe the static dependencies between structural elements of object-oriented programs. They are implementation oriented (too detailed) and cover both the framework adaptation and the application instantiation. Consequently, they define an application structure, prescribing the reuse options. Their representation is defined by a dedicated graph notation, which lacks visual tool support. Instead, they are defined as a textual tree-like structure, in a tool supporting application development at the source code level.

Catalysis [17] also extends UML to support reuse. However, it defines model frameworks as collaborations of abstract types, which are reused through parameter substitution. It does not address the reuse of (code) frameworks, and consequently it does not provide dedicated annotations for explicit representation of its variation-points. Catalysis defines a software development method based on the concepts of model frameworks and components.

A few works have been devoted to descriptive visual approaches for documenting frameworks. UML has been the obvious target, being extended with concepts dedicated to framework documentation [5], [4], [8]. These works have similarities – all provide UML extensions to identify variation-points – and parts that are complementary: [5] focus more on variation-points identification and characterization, while [4] provides stronger support for expressing framework syntax and semantics, and [8] introduces selection of black-box components and parameterization. However, they consider mostly whitebox reuse and none of them supports called frameworks. Application developer adaptations are only possible through inheritance relationships; object composition via interfaces is overlooked as a mechanism to support blackbox opened variation-points. Usage relationships with restrictions on clients are neglected.

The role modelling technique [18] is a complementary technique that tackles object relationships, which are fundamental for framework integration and composition. The requirements on clients calling framework services are explicitly represented but, on the other hand, variation-points are considered only through inheritance (whitebox framework adaptation). Moreover, variation-points are implicitly identified by abstract classes, and therefore, it disregards the explicit identification of variation-points.

7. Conclusion and Future Work

We propose a novel model for framework design, and a UML based notation for framework description. The model extends, or is inspired by, a few known techniques (components, role modelling, and frameworklets), and introduces a new concept (service-points). The UML-FD notation is based on the model and, comparatively to previous proposals, it provides a fundamental variety of blackbox variation-points and a wider coverage of the different reuse needs. Both the model and the notation, individually or synergistically together, contribute to alleviate the difficulties that application developers face when reusing frameworks. We discuss and illustrate their use with the Classification System Framework.

There is no need to artificially downgrade the design of the CSF to demonstrate the advantages of our proposed model and notation. Small frameworks improve reusability and composability. Object composition via interfaces and internal components hide implementation dependencies, which facilitates adaptation and minimizes the risk of breaking the architecture. Role interfaces provide more reuse flexibility for both adaptation and composition, and enable the definition of constraints for framework clients. Our concept of blackbox framework combines the composability through called service-points with the adaptability of calling variation-points. Explicit identification and characterization of variation-points and service-points help application developers to learn how to adapt and compose the framework, respectively. Internal components provide information about the runtime structure of the architecture, which is vital for understanding how to instantiate the final application. Finally, these aspects are synergetic and all contribute to a better comprehension of the framework design and architecture.

Object composition via interfaces and internal components allow the decomposition of the framework instantiation process in two different reuse activities: the development of application specific components (framework adaptation), and the composition of components’ instances for building the executing application (application instantiation). This way the application developer assignment is divided in two smaller steps. In addition, both activities can be more systematic due to the separation of computational and compositional interfaces.

The UML-FD constructs can be handled by tools. Future research includes the development of generic
tools, that accept as input UML-FD framework models, to provide support for both framework instantiation activities. For framework adaptation, a tool can interpret the annotations of variation-points and service-points, and provide guidance for the implementation of application specific components (which is an inherently creative task). The result is an extended framework model. For application instantiation, a tool (usually known as visual builder) can interpret the annotations of internal components and composition interfaces, and support graphical composition of components. The final application is defined by diagrams - representing components’ instances, their state configuration and interconnections - from which the application code is automatically generated.
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Abstract

Providing powerful and fine-grained capabilities for the analysis and management of non-functional properties is a major challenge for component-based software systems. In this paper, we propose integration patterns for non-functional properties of hierarchical software components. These patterns are based on a classification of low-level non-functional properties, which takes into account their nature and lifecycle. They make explicit the implementation of these properties in relation with components and can be used to develop some forms of compositional reasoning. The proposals are exploited in non-functional contract negotiation by enabling a negotiation process to be precisely propagated down the component hierarchy.

1 Introduction

In component-based software engineering, one of the major challenges is still to facilitate the management of non-functional properties. These properties represent various qualities of software components and systems, such as their runtime qualities or system lifecycle. With the need to manage more complex and long-running component-based systems, identifying and handling these properties as precisely as possible during design, (re-)configurations and runtime phases is crucial. Moreover, in order to reason on the composition of non-functional properties, support to determine properties of component assemblies from properties of individual components must also be provided.

Over the past decades, numerous studies have been conducted around the modeling, analysis and management of non-functional properties. At the highest-level of analysis, some approaches provide methodologies to analyze quality attributes [1], or address non-functional properties through quality standards (IEEE 1061, ISO/IEC-9126) and models [2, 4] that provide classifications of high-level properties. They aim at proposing a generic taxonomy and studying relationships between properties, or structuring knowledge by successively defining and decomposing non-functional characteristics. As these properties mostly remain at a high-level, they are not clearly modeled in relation with runtime components and platforms, and their specification and management is thus limited. On the other hand, at the lowest-level of resource management, substantial works exist on providing resource management and monitoring capabilities to applications, at different level of abstractions (API, technologies) [9]. Such works also aim at integrating advanced tools for the diagnosis of performance issues [18].

Besides, to achieve non-functional requirements, numerous works in the domain of distributed systems propose some component-based middleware platforms that provide QoS control and measurement capabilities through reflective and adaptive systems techniques [12, 16]. They particularly focus on critical network-related properties, and provide integrated control mechanisms without explicit representation of non-functional properties. Some other component platforms also enable flexible integration of arbitrary non-functional services using containers. Containers wrap set of components, and are responsible for handling essentially non-functional middleware-related services (transactions, load balancing, security checks, etc.). They are integrated using code transformation such as aspect-weaving, or indirection frameworks like interceptors and meta-object protocols.

Several compositional approaches, which are specific to component-based systems, aim at improving non-functional property analysis in component assemblies. Analysis models and property theories are thus integrated to component technology [13], and they allow one to guarantee, by construction, the predictability of some properties on compo-
ment assemblies. However, they require advanced analysis models and techniques, and are mostly dedicated to specific properties, such as latency [13], reliability [19] or memory usage [11]. Some of these models could be extended to other properties if the properties are properly related to the architecture and modeled in some generic ways that make possible to reason on them. Recently, to make reasoning on non-functional properties possible at the architectural level, the relationship between software components and software architecture has been outlined [21] and exploited by studying how properties relate to component assemblies and individual component properties. In particular, in order to help describing how properties relate to compositions, an interesting classification [8] have synthesized different class of dependency between properties, components and their context.

Our work stands half-way between analysis techniques and management systems. We propose to reify non-functional properties in relation with components, and to provide means to support a basic form of compositional reasoning on these properties. This should then enable software architects to better master the modeling, integration and also the runtime management of non-functional properties into component-based systems. In this paper, we thus present some simple architectural patterns that model non-functional properties. They are based on a classification of some low-level observable non-functional properties, which is established by considering their nature and lifecycle. The proposed patterns reify different kinds of parameters on individual components, as well as physical resources. As for compositional properties, a reasoning support based on meta-level elements is also described.

The rest of the paper is organized as follows. The next section describes the proposed classification and patterns at an abstract level, as well as the support for compositional properties. The mapping of these patterns to the hierarchical component platform Fractal [5] is described in section 3. Section 4 illustrates the use of the proposed patterns for contract negotiation in Fractal, especially to propagate negotiations down into the component hierarchy. Section 5 concludes this paper and discusses future work.

2 Classification and Modeling of Non-Functional Properties

2.1 Rationale

The proposed classification is not intended to be exhaustive. It is rather limited to the range of low-level properties which are measurable and sufficiently orthogonal to functional aspects. Hence, non-functional aspects which concern high-level properties and system lifecycle at development and maintenance phases, are not taken into account here, as well as other temporal aspects, which require more knowledge about the behavior of components. Moreover, to reason compositionally on non-functional properties, the analysis of non-functional properties of a system must also be based on properties of the components that compose it. Consequently, the classification also takes into account the composability of properties at the level of component compositions. The classification is then built by first analyzing what kinds of non-functional properties can be directly derived from individual components, and what kind of features do they express in relation with them. The lifecycle of properties is also analyzed in relation with the one of components. The moments when these properties are defined are distinguished, as well as when they are to be observed.

The proposed patterns directly match the categories of non-functional properties at an abstract level of architecture specification in order to remain independent from underlying component technologies. They are also used to support automated reasoning on compositional properties, once and for all, at the level of patterns themselves.

2.2 Patterns

We first distinguish three categories of non-functional properties that directly match the concept of component attributes.

Some non-functional properties represent the key features or nature of components. For example, they can describe a memory footprint, the compatibility version number of a video codec or a maximum capacity. These properties are comparable to the technical characteristics of electronic or mechanic components, they capture and represent some design and development features of components and have an impact on their whole usage. They result of choices made when designing and developing components, and are generally taken into account at assembly and configuration times to evaluate the suitability of components, for instance when selecting potential components and matching them to requirements. As they describe the nature of components, they cannot be changed and their measurements remain constant all along configuration and runtime phases. The associated pattern models properties of this first category as read-only private attributes of components, which are accessed only by their associated getter operations defined in a provided interface. This is illustrated by the provided interface named IPropertiesOfNature on the left side of the two UML 2 component diagrams (see figure 1a).

Some other properties represent configurable parameters of components themselves. They describe, for exam-
ple, the size of a buffer component, the maximum size of a resource pool component. They influence the required and provided services of components, and may be (re-)parameterized to set components to some specific functioning mode, and adapt them to their runtime environment (other components, runtime infrastructure). They can be defined during the development phase by default values, but they are mostly observed and changed at assembly and (re-)configuration times, to properly customize the functioning mode of components. Their pattern models these properties as both read and write component attributes, with associated getters and setters defined in a provided interface (named `IConfigurationParameters` in figure 1a).

Others properties describe functioning parameters of components. For example, the number of active sessions on a web server, the current state of a video player processing a media stream, and the current number of packets exchanged between a given client and a server can all be considered as such properties. They capture some key information about the behavior of components at runtime and can thus be seen as properties that probe for some functional aspects of components. They are also modeled as read-only component attributes, with associated getters and setters defined in a provided interface (named `IFunctioningParameters` in figure 1a).

The two other categories considered in our classification consist in properties that are related to the runtime infrastructure. These properties can represent physical resources such as memory, CPU as well as other network properties (bandwidth). They are generally considered under the general term of resources, and they describe exogenous requirements of applications. They clearly determine the execution of services, in term of external resources being provided by the underlying infrastructure. In order to take advantage of the component-based approach and to make possible their effective monitoring and management, it is now common to reify these resources as components at the application level. As a result, the pattern for resources corresponds to their reification as full-fledged components (figure 1b). Beyond the existence of resources, resource capacity properties are frequently considered, as they describe some aspects in relation with the resource use, such as memory occupation, battery utilization, CPU usage, or bandwidth level. These properties express and quantify the level of resources provided by the underlying infrastructure, and required by applications. The proposed pattern models them as operations of the reified resource components, and are accessed at runtime through a provided interface (named `IResourceProbeMeasures` in figure 1b).

As components may exhibit properties that belong to each of the categories, the proposed patterns can be applied together. Moreover, as they are only built upon standard elements of the supporting components, these patterns can be applicable to model non-functional properties on both primitive and composite components.

Regarding the measurement of non-functional properties, the proposed patterns provide standardized way to represent properties at the modeling level, but they do not provide predefined mechanisms to measure them, at the implementation level. Such mechanisms are defined at implementation time when the component technology and the runtime environment are determined. However, some non-functional properties that monitor infrastructure may still exploit these patterns, as they make explicit how non-functional properties of components are exposed and how properties may vary along the component lifecycle. Besides, properties implemented through read-only attributes, such as the general notion of reliability, could be statically computed by statistical measures on a system and then set at configuration times in the appropriate attribute. On the other hand, runtime properties, mainly related to resources, can be simply measured through appropriate resource probes and asynchronous communications support for processing monitoring information, like the ones provided in the DREAM framework [14].

### 2.3 Enabling Reasoning on Compositional Properties

To be able to reason on the realization of a quantifiable compositional property from other ones, information describing the relationships, as well as some appropriate reasoning support must be provided.

Except resource properties, which do not express quantifiable properties, other properties from our classification have been modeled using patterns that derive directly from individual components. These properties are thus compositional by nature, and some simple form of compositional reasoning can be supported. Building on those primitive parts, we define a compositional property as a property providing the following characteristics: (C1) the set of properties that contribute in decomposing that property, (C2) for
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each contributing property, the components that realize it, and (C3) a composition function that make it possible to compute the overall value of the property given each contributing property.

To illustrate this, figure 2 gives two examples of compositional properties. Figure 2a describes a compositional relation A.Interface.p=B.Interface.p that links the assembly property p of A directly to the same property p on its sub-component B. The set of the contributing properties of p at the level of A is the same property p. This last property is realized by component B, and these two properties are equal (identity function). In figure 2b, the compositional relation A.Interface.p=f(B.Interface.p1,C.Interface.p2) now relates the property p of A to the two properties p1 and p2 ascribed to B and C. The set of contributing properties of p are now p1 and p2; they are respectively realized on components B and C, and the composition function is f (which can be, for example, a simple arithmetical sum or min function).

![Figure 2: Examples of compositional relations.](image)

For a compositional property, determining these compositional information formally may be hard, even impossible, and may also require deeper analysis, especially as the composition function (C3) may be difficult to express. The fact that our study is restricted both to non-functional properties that are directly derived from single components, and compositional properties, which are a function of properties of its components only (no system environment, or architecture-related factors), simplifies the identification of these information. Even with these hypothesis, there are still many dependencies between properties as well as measurement influences during monitoring (a form of the observer effect, at least because monitoring consumes time and space), which are hard to express and model using simple compositional functions. Compositional functions are to be defined individually for each considered compositional property, and it is necessary to provide a trade-off between simple and provable formula and complicated but more error-prone functions. In our case the composition functions can be defined with almost arbitrary code, as these functions are specified with assertion-based contracts (see section 4.1), so that checking can be performed during both testing and exploitation stages.

We thus suppose that for each compositional property, compositional information are provided through descriptive meta-data that may be expressed using code annotations or Domain Specific Languages (DSL) facilities. To enable reasoning on them at runtime, compositional properties are reified as meta-objects. A CompositionalPropertyManager (upper left part of figure 3) is built for each component to manage the set of its compositional properties. It uses the provided compositional information to instantiate and register a CompositionalPropertyObject (meta-object on upper right part) that both reifies each compositional property and gives access to all of its compositional information: its value, all other properties necessary to compute its composition function and their contributing components. At runtime, the CompositionalPropertyManager is exploited by elements at the base or at the meta level to retrieve the corresponding CompositionalPropertyObject and get the compositional information about the property it reifies. For example, to get the value of a property (action 1 on figure 3), the implementation of the component function at the base level retrieves the compositional property object from the property manager (2 and 3) and then gets the current value computed from the compositional function (4 and 5). Other compositional information can be retrieved similarly.

![Figure 3: Usage scenario of meta-level elements.](image)

3 Mapping to the Fractal Component Platform

Fractal [5] is a modular and extensible component model with different implementations. It supports composite and shared components (components can be formed from other components and contained in several distinct components), reflection (the execution of components can be observed), and reconfiguration capabilities (component instances can be deployed, removed and replaced dynamically). Fractal

---

2 For example, our prototype implementation uses Java annotations.
components are runtime entities that communicate through provided and required interface bindings. Technical aspects can be integrated into components through controllers, and some basic controller interfaces are provided to manage interface bindings, lifecycle and content of components (respectively described as BC, LC and CC in figure 4).

### 3.1 Working Example

We use as a working example an instant messaging server that automatically groups users into chat rooms, and streams videos to grouped users according to their interests. This application is already operational and has been developed using both Fractal components and web services. The server, shown on figure 4, is represented by the composite component FractalInstantCommunication, which is formed out of three sub-components: InstantGroup manages the users and their grouping through its provided interface UserMgmt. VideoService manages the video streaming service, and BdwMonitor monitors the network bandwidth and measures the overall bandwidth consumption of the server. InstantGroup is composed of UserManager, which manages the users, GroupManager which manages groups, MsgMonitor which monitors messages exchanged between users, and InstantFacade which pilots the other components. InstantGroup also exhibits the properties maxUsers and groupedUsersRatio which, respectively, describe the maximum number of concurrent users that the server supports, and the rate of users that have been grouped. VideoService is composed of VideoManager which manages the video streaming, and VideoMonitor which monitors the bandwidth consumption of the video service. The content of BdwMonitor is detailed later.

### 3.2 Integrating Patterns

The Fractal component model also proposes control interfaces for attributes in order to model orthogonal properties of components. They give access to component attributes before starting a component and without needing to bind and use its functional interfaces. Moreover, these interfaces offer various access modes (read and/or write accesses), which make possible to respect the difference between properties of nature and functioning properties, which cannot be changed, and configuration parameters which can be modified. Hence, as properties of nature, configuration parameters and functioning parameters of components, are modeled through component attributes, they are basically mapped to Fractal attributes and attributes control interfaces (see figures 5a and 5b), with their appropriate read-only or read-and-write operations. As resources are modeled by components, they are reified using full-fledged Fractal components, which do not provide a priori advanced services, except for probing their associated physical resource. Moreover, as resources can be used by several distinct components, component sharing is exploited to reflect resource sharing at the component composition level (see figure 5c). It enables one to use a same instance of a reified resource component, in several distinct enclosing components, at different level of hierarchy, while preserving component encapsulation.

---

3For lisibility sake, this interface is not detailed on figure 4.

---
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is open and to be determined by the developers of probe components. They can span from primitive measurements to more advanced performance indicators processed by various statistical models (interpolations, correlations, etc.). It should be noted that, as Fractal components support nesting, the proposed integration patterns can be applied at any level of hierarchy.

In our example (see figure 4), properties are modeled as follows. The maxUsers and groupedUsersRatio properties of InstantGroup are respectively a configuration parameter that is defined when configuring the server to set the maximum threshold of concurrent users, and a functioning parameter that describes the rate of users that have been grouped. They are modeled with read-and-write Fractal attributes. The property nbUsers of UserManager is a functioning parameter that describes how many users have been registered. It is modeled with a read-only Fractal attribute. The property nbGroupedUsers of GroupManager is a functioning parameter that describes how many users have been grouped, and is also modeled with a read-only attribute. All these attributes are accessed through the attributes controller interface of their corresponding component. As for the network bandwidth property, the associated resource probe is modeled with a Fractal component (BdwMonitor), and the probed data, such as the level of network bandwidth used (getBdWidthLevel()), are modeled through the functional interface BdWidthInfo. Moreover, as BdwMonitor relies on the level of bandwidth used for the messaging and video service to compute the overall bandwidth, it uses MsgMonitor and VideoMonitor which are then shared and hosted in BdwMonitor. For lissibity sake, the sharing of these components is further detailed in section 4.4.

4 Exploitation in Contract Negotiation

In this section, we briefly introduce a contracting system for the Fractal platform, and illustrate how the proposed patterns and the reasoning support for compositional properties are used to develop a propagative contract negotiation policy.

4.1 The Contracting System ConFract

ConFract [7] is a contracting system for Fractal components, which provides several kinds of contracts, both on interfaces and on components themselves. In ConFract, contracts are first class entities during both configuration and run times. They follow the lifecycle of components, and are automatically updated when dynamic reconfigurations occur. Contracts are composed of provisions which are built, at assembly time, from specifications provided by designers. Specifications are currently written in an executable assertion language which is inspired by OCL [17] and adapted to the Fractal model. They support classic categories of specifications (pre, post, inv, rely), but their scope can be both on interfaces and components. The ConFract system distinguishes various types of contracts: classic interface contracts, similar to object contracts [15], are built on bindings between a required and a provided interface, and different composition contracts are built on the external and the internal sides of components, to respectively express the usage and the internal assembly of components.

The various contracts are hierarchically managed at the level of each composite component, by dedicated entities which are implemented in Fractal by contract controllers. These controllers also operate contract checkings when appropriate events occur, and, when contracts are violated, they throw an exception describing the context of the violation. By using a metamodel, ConFract also assigns, for each category of specifications, appropriate responsibilities to involved components, which can notably be guarantor, which acts to ensure the provision and must be notified in case of violation of the provision, and beneficiaries which can rely on the provision. More details about ConFract can be found in [7].

4.2 Negotiation Mechanisms

As contracts can specify non-functional properties that may fluctuate, contracts may be frequently violated, and some mechanisms to handle these violations are required. To this end, a general negotiation model has been proposed [6]. It aims at restoring the validity of violated contracts by activating an atomic negotiation for each violated provision of a contract. This negotiation can occur at assembly time if a provision can be statically checked, or dynamically, at run time, if it requires an execution context.

The negotiation model relies on the clearly identified responsibilities (beneficiaries, guarantor) assigned by the ConFract system to participating components. It makes negotiating parties interact following a negotiation protocol which is partly inspired from the extended Contract-Net Protocol (CNP) [20], commonly applied in multi-agent systems for decentralized tasks allocation. In ConFract, the negotiating parties are basically the contract controller and the responsible participating components, which are determined for each violated contract provision. The contract controller acts in the role of the negotiation initiator and conducts the negotiation process, as it manages contract lifecycle and operates contract checking. The protocol basically organizes the interactions between the contract controller and the responsible components following three steps (request of proposals, proposal of modifications and re-checking of the provision against the proposed modification). Finally, the responsibilities of participating com-
ponents are also exploited to develop different negotiation policies which drive the whole negotiation process. Currently, a concession-based policy, in which the negotiation initiator requests concessions from the beneficiary components only, is provided [6].

4.3 A Propagative Negotiation Policy

To enrich the model with more powerful kinds of negotiation, our objective is to design another negotiation policy, which now consists in exploiting the responsibility of the guarantor component, and propagating negotiation processes down the hierarchy of the guarantor component. Some contributing components at lower levels are then consulted so that they can make some efforts to revalidate a violated contract at a higher level. To successfully achieve this, the propagation of the negotiation strongly relies on the compositional information. The contributing properties that decompose a given compositional property are used to drive the propagation from a level of component hierarchy to the sub-level. They are identified using the compositional function patterns. Each contributing component which is asked for efforts, may then propose some changes regarding the property it realizes.

When the checking of a contract provision fails, the overall negotiation process using the propagative negotiation policy involves the contract controller, which manages the violated contract and the guarantor component. It then executes according to the following steps:

1. The contract controller requests proposals from the guarantor component. In response to these requests, the guarantor component can then either make proposals to revalidate the provision at its level or, decide to consult some components in its content (if it is composite);

2. In this latter case, the contract controller of the guarantor takes in charge the negotiation and thus have to identify the set of components that contribute in the property that is specified in the contract provision, and that are to be consulted;

3. These components either implement the property, or belong to the set of components that contribute in decomposing that property. To precisely identify them, this contract controller then either uses the integration patterns to identify the component that implement the property, or interacts with the compositional properties manager⁴ and the associated compositional property meta-object to retrieve the compositional information that describe the decomposition of that property, following the protocol described in figure 3 page 4;

4. Once identified, these contributing components are consulted by the contract controller in order to make proposals that may revalidate the violated contract provision. At their turn, they can either propose changes that may revalidate the contract provision, or take in charge the negotiation and propagate it in their content, following the process as in step 2.

To synthesize this, figure 6 shows an overview of the various entities involved and their interactions during the compositional reasoning and the propagative negotiation process. The negotiation focuses on a contract provision built from the specification Con.P < 100, which expresses a maximum threshold for the property P realized through the interface i of the component C. The contract is managed by the contract controller (CTC) of the component D, which then activates an atomic negotiation in case of violation. The meta-object of the compositional property P is built from the compositional function C,ci,P := f(A.ai,P1,B.bi,P2). It is exploited by the contract controller of the component C to retrieve the compositional information, and identify the set of contributing components, A and B, in order to consult them.

Figures 6: Overview of the propagative negotiation process.

4.4 Illustration

Contracts.

Figure 7 shows an internal composition contract which is built in the content of the component <fic>. This contract is managed by the contract controller (CTC in figure 7) of <fic>, and contains three contract provisions which

⁴The compositional properties manager is implemented in Fractal by a dedicated compositional properties controller.
express some internal behavior rules on the implementation of <fic>.

The first provision (see figure 7) defines an invariant on the configuration of <ig>, such that the maximum threshold of concurrent users that the server can support (maxUsers) is higher than 250 users. The second one constraints <ig> by defining a minimum threshold of 80% for the groupedUsersRatio (on 10 registered users, at least 8 of them must belong to a group), which must hold all along the execution of every method of <igt>(rely construction and operator *). The third provision constraints <bt> by defining a bandwidth consumption threshold of 30 ka/sec, which is required to prevent a high bandwidth use. This constraint must hold all along the execution of every method in the content of <fic>. As for their checking, the first contract provision is checked at configuration time, as it specifies an invariant of the configuration. The other provisions, which specify functioning and resource capacity properties, are checked at runtime. Regarding responsibilities, for each of these three contract provisions, <fic> is at the same time, the guarantor and the beneficiary component, as it has to take in charge its internal assembly and also benefits from it.\footnote{This is a special case of responsibilities attributed for an internal composition contract. For other types of contracts and specification categories, responsibilities are more complex (7).}

\textbf{Scenario for a configuration parameter.}

The first provision may be violated, if for example, the component <igt> supports by default a maximum threshold of 100 users. Let us suppose that the compositional relation (R1) (see figure 8) is provided to describe the fact that the property maxUsers of <igt> decomposes itself identically into the same property maxUsers of <um>. The negotiation process then involves the contract controller (CTC) of <fic> and <igt> itself, as the unique guarantor. It executes as follows. First, the contract controller consults the component <igt> and requests from it some proposals (step 1). As <igt> is responsible of its internal assembly, it then takes in charge the negotiation process and consults its subcomponent <igt>, which carries the property maxUsers (step 2). To propagate the negotiation in its content, the contract controller of <igt> interacts with the compositional properties controller (named CPC in figure 8) and the compositional property meta-object associated to the maxUsers property, to identify the components to be consulted. The compositional information that describe the maxUsers property (step 3) are then retrieved, and the component <um> is identified as the unique contributing component. The contract controller of <igt> requests proposals from <um> which, according to its negotiation reasoning, makes proposals that may, for example, consist in reconfiguring its parameter with a higher value of maxUsers (maxUsers=300 for example) (step 4). For each proposal, the contract controller of <igt> uses the compositional function to evaluate whether the proposed changes are sufficient to revalidate the contract provision.

\textbf{Scenario for a functioning parameter.}

The second provision may be violated if the grouped users ratio is lower than 80%. To negotiate this, let us suppose that the compositional relation (R2) (see figure 9), describes the decomposition of the property groupedUsersRatio of <igt> into the property nbGroupedUsers of <gm> and nbUsers of <um>. It expresses the fact that the grouped users ratio is equal to the ratio between the number of users...
in groups and the overall number of users. The negotiation process involves the same negotiating parties as in the previous example, and it is propagated at the level of \(<igm>\), using the same propagation scheme (step 1 and 2). However, the components that contribute here in realizing the property \(\text{groupedUsersRatio}\) are \(<gm>\) and \(<um>\), which respectively exhibit the property \(\text{nbGroupedUsers}\) and \(\text{nbUsers}\) (step 3). They are thus consulted (step 4), but, as these properties describe functioning properties of \(<gm>\) and \(<um>\), they cannot be directly changed. \(<gm>\) and \(<um>\) are likely to be unable to propose some efforts. The negotiation then terminates with a failure, which leads to an exception. This exception may be caught outside any negotiation process in order to perform more \(\text{adhoc}\) and global adaptations or reconfigurations of components (changing the \(<gm>\) component, etc.).

![Figure 9: Propagative scheme for the \(\text{groupedUsersRatio}\) property.](image)

**Scenario for a resource capacity property.**

The third provision is challenged if the global bandwidth consumption exceeds 30 \(\text{kb/sec}\). As the \(\text{BdwMonitor}\) component relies on the bandwidth levels of the messaging and video services, which are measured by the probe components \(<mm>\) and \(<vdm>\), these two components are shared and their associated slave instances, \(<mm’>\) and \(<vdm’>\), are hosted in the content of \(\text{BdwMonitor}\). Besides, the compositional relation named \((R3)\) in figure 10 is provided to describe that the property \(\text{bdWidthLevel}\) of \(<mm>\) decomposes into the sum of the property \(\text{bdWidthLevel}\) of \(<mm’>\) and \(<vdm’>\). The negotiation process is then propagated at the level of \(<mm>\). Its contract controller takes charge the negotiation (step 2) and identifies the components \(<mm’>\) and \(<vdm’>\) as the contributing components, using the compositional contract controller and the property meta-object (step 3). However, as opposed to previous examples, \(<mm’>\) and \(<vdm’>\) are not consulted as they merely represent the slave instances of resource probe components, which cannot propose efforts at the application level. The sharing relation is then exploited to retrieve the reference to the master probe components \(<mm>\) and \(<vdm>\) (step 4), from which the enclosing business components \(<ig>\) and \(<vs>\) are retrieved (step 5). \(<vg>\) and \(<ig>\) are then consulted by the contract controller of \(<mm>\) (step 6), as they are the components at the application-level that may propose efforts to lower the bandwidth consumption (selecting lower bitrates, changing used codecs, compressing file transfers, etc.).

![Figure 10: Propagative scheme for the \(\text{bdWidthLevel}\) property.](image)

## 5 Conclusion

In this paper, we proposed integration patterns that model low-level measurable non-functional properties to individual software components. These patterns are based on a classification that focuses on non-functional properties that derive directly from components, and that considers their relation to components and their lifecycle. Properties are then distinguished among attributes of nature, configurable parameters, functioning parameters, resources and resource capacities. Integration patterns are defined at an abstract level of architecture specification using the \(\text{UML}\), and we have also described how they map to a hierarchical component platform, namely \(\text{Fractal}\). As properties are clearly modeled to components and derived directly only from them, some simple compositional relations, which describe the realization of properties given component compositions, can be expressed. Elements at the component meta-level have also been provided to support reasoning on such compositional properties. We finally showed how integration patterns and the compositional support are then further exploited to negotiate non-functional contracts on \(\text{Fractal}\) hierarchical components. They are used in a general propagative scheme, which, by following the compositional relationship between properties, propagate the negotiation to
contributing components, so that they may propose efforts to revalidate violated contracts.

Currently, the classification and integration patterns are limited to the range of low-level measurable properties and have to be developed by considering other non-functional properties such as high-level (maintainability, reusability, availability...) or temporal properties (execution time, latency, periodicity...). To do so, high-level properties should be classified and decomposed into successive lower-level properties that could be measured. However, identifying the relevant non-functional properties is essentially domain-specific, and decomposing them requires a very extensive work, as shown in the QoS properties catalog and in the QoS mapping system developed respectively in the UniFrame [4] and COMQUAD projects [22]. As for temporal properties, they should require further information about the execution behavior, and could be measured using scenario simulation approaches [3] or static timing analysis frameworks [10].

The working example of this paper is extracted from a larger web system, which manages automatic grouping of users and application sharing. This system is already operational and has been developed using the Fractal component platform and web service technologies. The integration of the proposed patterns have been validated on this system. The proofs of concept of the compositional meta-level and the propagative scheme regarding contract negotiation have been integrated. Full integration is expected to be finalized soon. Our short term work consists in enhancing and getting more validation elements on the proposed classification and integration patterns, as well as the compositional reasoning support. Other future work will focus on exploiting these patterns in service-oriented architectures built from hierarchical components.
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Abstract

This paper provides three contributions to the study of functional integration of distributed enterprise systems. First, we describe the challenges associated with functionally integrating the software of these systems. Second, we describe how the composition of domain-specific modeling languages (DSMLs) can simplify the functional integration of enterprise distributed systems by enabling the combination of diverse middleware technologies. Third, we demonstrate how composing DSMLs can solve functional integration problems by reverse engineering an existing CORBA Component Model (CCM) system and exposing it as Web Service(s) to web clients who use these services. This paper shows that functional integration done using (meta)model composition provides significant benefits with respect to automation, reusability, and scalability compared to conventional integration processes and methods.

1. Introduction

1.1. Challenges of Functional Integration

With the emergence of commercial-off-the-shelf (COTS) component middleware technologies, such as Enterprise Java Beans (EJB), CORBA Component Model (CCM), and Microsoft .NET Framework, software developers are increasingly faced with the task of integrating heterogeneous enterprise distributed systems built using different COTS technologies, rather than just integrating proprietary software developed in-house. Although there are well-documented patterns [8] and techniques [4] for system integration using various component middleware technologies, system integration is still largely a tedious and error-prone manual process. To improve this process, component developers and system integrators must therefore understand key properties of the systems (“system” refers to an enterprise distributed system built using component middleware like EJB, Microsoft .NET, or CCM in the remainder of this paper) they are integrating, as well as the integration technologies they are applying.

This paper describes technologies that help simplify the functional integration of systems built using component middleware. This type of integration operates at the logical business layer, typically using distributed objects/components, exposing existing functionality as services, or using messaging middleware. Functional integration of systems is hard due to the variety of available component middleware technologies. These technologies differ in many ways, including the protocol level, the data format level, the implementation language level, and/or the deployment environment level. In general, however, component middleware technologies are a more effective technology base than the brittle proprietary infrastructure used in legacy systems, which have historically been built in a vertical, stove-piped fashion.

Despite the benefits of component middleware, key challenges in functional integration remain unresolved when integrating large-scale systems developed using heterogeneous COTS middleware. These challenges include (1) integration design, which involves choosing the right abstraction for integration, (2) interface mapping, which reconciles different datatypes, (3) technology mapping, which reconciles various low-level issues, (4) deployment mapping, which involves planning the deployment of heterogeneous COTS middleware, and (5) portability incompatibilities between different implementations of the same middleware technology. The lack of simplification and automation in resolving these challenges significantly hinders effective system integration.

1.2. Solution Approach—Functional Integration using (Meta)Model Composition

A promising approach to address the integration challenges outlined above is Model-Driven Engineering (MDE), which involves the systematic use of models as essential artifacts throughout the software lifecycle [20]. At
the core of MDE is the concept of domain-specific modeling languages (DSMLs) [12], whose type systems formalize the application structure, behavior, and requirements within particular domains, such as software defined radios, avionics mission computing, online financial services, warehouse management, or even the domain of middleware platforms.

While DSMLs have been used to help software developers create homogeneous systems [11, 21], enterprise distributed systems are rarely homogeneous. A single DSML developed for a particular component middleware technology, such as EJB or CCM, may therefore not be applicable to model, analyze, and synthesize key concepts of Web Services. To integrate heterogeneous systems successfully, therefore, system integrators need tools that can provide them with a unified view of the entire enterprise system, while also allowing them fine-grained control over specific subsystems and components.

Our approach to integrating heterogeneous systems is (meta)model composition1 [1], which (1) creates a new DSML from multiple existing DSMLs by adding new elements or extending elements of existing DSMLs, (2) specifies new relationships between existing elements, and (3) defines relationships between new and existing elements. This paper describes System Integration Modeling Language (SIML), which is our open-source DSML that enables functional integration of component-based systems via (meta)model composition. We developed SIML using the Generic Modeling Environment (GME) [13], which is an open-source meta-programmable modeling environment.

2. Functional Integration of Component-based Systems

To motivate the need for model-driven functional integration capabilities, this section describes the challenges in functional integration of component-based systems.

2.1. Functional Integration Challenges

Functional integration of systems is hard and involves activities that map between various levels of abstraction in the integration lifecycle, including design, implementation, and use of tools. We now describe key challenges associated with integrating older component middleware technologies, such as CCM and EJB, with newer technologies, such as Web Services.

Challenge 1. Choosing an appropriate level of integration. As shown in Step 1 of Figure 1, a key activity is to identify the right level of abstraction at which functional integration should occur, which involves selecting elements from different technologies being integrated that can serve as conduits for exchanging information. Among the different possible levels at which integration can be performed, criteria for determining the appropriate level of integration include: (1) the number of normalizations, i.e., conversion to/from the native types, required to ensure communication between the peer entities being integrated, (2) the number (and hence the overhead) of as well as the flexibility of deployment, i.e., in-process/out-of-process etc. of runtime entities required to support the functional integration, (3) the number of changes to the integration architecture required corresponding to changes to the peers that are being integrated, (4) available choices of platform-specific infrastructure, i.e., operating systems, programming languages et al., associated with performing integration at a particular level. Attempting integration at the wrong level of abstraction can yield brittle integration architectures that break when changes occur to either the source or target system being integrated.

Challenge 2. Reconciling differences in interface specifications. After the level of abstraction to perform functional integration is determined, it is necessary to map the interfaces exposed by elements of the different technologies as shown in Step 2 of Figure 1. Common COTS middleware technologies usually have an interface definition mechanism that is separate from the implementation details, e.g., CCM uses the OMG Interface Definition Language (IDL), whereas Web Services use W3C Web Services Definition Language (WSDL). Irrespective of the mechanism used to define interfaces, mapping of interfaces between any two
technologies involves at least three tasks: (1) **datatype mapping**, which involves mapping a datatype (both pre-defined and complex types) from source to target technology, (2) **exception mapping**, which involves mapping exceptions from source to target technology; exceptions are not clubbed together with datatypes since the source or target technologies might not have a notion of exceptions (e.g. Microsoft’s COM uses a `HRESULT` to convey errors instead of using exceptions), and (3) **language mapping**, which involves mapping datatypes between two technologies while accounting for differences in languages at the same time.\(^2\)

Performing these mappings is non-trivial, requires expertise in both the source and target technologies, and exposes severe scalability problems due to their tedium and error-proneness if they are not automated.

**Challenge 3. Managing differences in implementation technologies.** The interface mapping described above addresses the high-level details of how information is exchanged between different technologies being integrated. As shown in Step 3 of Figure 1, however, low-level technology details such as networking, authentication and authorization *et al.* are responsible to actually delivering such integration. This involves a technology mapping and includes the following activities: (1) **protocol mapping**, which reconciles the differences between the protocols used for communication between the two technologies, (2) **discovery mapping**, which allows bootstrapping and discovery of components/services between source and target technologies, and (3) **Quality of Service (QoS) mapping**, which maps QoS mechanisms between source and target technologies to ensure that service-level agreements (SLAs) are maintained.

Mapping of protocol, discovery, and QoS technology details requires not only expertise in the source/target technologies, but also intimate knowledge of the implementation details of these technologies.

**Challenge 4. Managing deployment of subsystems.** Component middleware technologies use declarative notations (such as XML descriptors, source-code attributes, and annotations) to capture various configuration options. Example metadata include EJB deployment descriptors, .NET assembly manifests, and CCM deployment descriptors. As shown in Step 4 of Figure 1, system integrators must track and configure metadata correctly during integration and deployment. In many cases, the correct functionality of the integrated system depends on correct configuration of the metadata.

**Challenge 5. Dealing with interoperability issues.** Unless a middleware technology has only one version implemented by one provider, there may be multiple implementations from different providers. As shown in Step 5 of Figure 1, differences between these implementations will likely arise due to non-conformant extension to standards, different interpretations of the same (often vague) specification, or implementation bugs. Regardless of the reasons for incompatibility, however, problems arise that often manifest themselves only during system integration. Examples of such differences are highlighted by the presence of efforts like the Web Services-Interoperability Basic Profile (WS-I) [3], which is a standard aimed at ensuring compatibility between the Web Services implementations from different vendors.

Due to the challenges described above, significant integration effort is spent on configuration activities, such as modifying deployment descriptors, and interoperability activities, such as handcrafting protocol adapters to link different systems together, which does not scale up as the number of components in the system increases or the number of adaptations required increases. Problems discovered at integration stage often require changes to the implementation, and thus necessitate interactions between developers and integrators. These interactions are often inconvenient, and even infeasible (especially when using COTS products), and can significantly complicate integration efforts. The remainder of this paper shows how our GME-based (meta)model composition framework and associated tools help address these challenges.

### 3. DSML Composition using GME

This section describes the (meta)model composition framework in the Generic Modeling Environment (GME) [13]. GME is a meta-programmable modeling environment with a general-purpose editing engine, separate view-controller GUI, and a configurable persistence engine. Since GME is *meta-programmable*, it can be used to design DSMLs, as well as build models that conform to a DSML.

DSMLs are defined by metamodels, hence, DSML composition is defined by (meta)model composition. The specification of how metamodels should be composed, *i.e.*, what concepts in the metamodels that are composed relate to each other and how, can be specified via normal association relationships and additional composition operators, as described in GME [1].

A key property of a composite DSML is that it supports the *open-closed* principle [15], which states that a class should be open for extension but closed with respect to its public interface. In GME, elements of the sub-DSMLs are *closed*, *i.e.*, their semantics cannot be altered in the composite DSML. The composite DSML itself, however, is *open*, *i.e.*, it allows the definition of new interactions and the creation of new derived elements. All tools that are

\(^2\) Functional integration is very limited when attempting the latter mapping, which is often done via inter-process communication.
built for each sub-DSML work without any modifications in the composite DSML and all the models built in the sub-DSMLs are also usable in the composite DSML.
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Figure 2. Domain-Specific Modeling Language Composition in GME

We use the following GME (meta)model composition features to support the SIML-based integration of systems built using different middleware technologies, as described in Section 4:

- **Representation of independent concepts.** To enable complete reuse of models and tools of the sub-DSMLs, the composition must be done in such a way that all concepts defined in the sub-DSMLs are preserved. As shown in Step 1 of Figure 2, no elements from either sub-DSMLs should be merged together in the composite DSML. GME’s composition operators [1] can be used to create new elements in the composite DSML, but the sub-DSMLs as a whole must remain untouched. As a consequence, any model in a sub-DSML can be imported into the composite language, and vice versa. All models in the composite language that are using concepts from the sub-DSMLs can thus be imported back into the sub-DSML. Existing tools for sub-DSMLs can be reused as well in the composite environment. This technique of composing DSMLs is referred to as *metamodel interfacing* [6] since we create new elements and relationships that provide the interface between the sub-DSMLs.

- **Supporting (meta)model evolution.** DSM composition enables reuse of previously defined (sub-)DSMLs. Just like code reuse in software development, (meta)model reuse can also benefit from the concept of libraries. If an existing (meta)model is simply copied into new composite (meta)models, any changes or upgrades to the original will not propagate to the places where they are used. As shown in Step 2 of Figure 2, if the original (meta)model is imported as a library, GME provides seamless support to update it when new versions become available (libraries are supported in any DSML with GME, not just the metamodeling language). Libraries are read-only projects imported to a host project. Components in the host project can create references to and derivations of library components. The library import process creates a copy of the reused project, so subsequent modifications to the original project are not updated automatically. To update a library inside a host project, a user-initiated refresh operation is required. To achieve unambiguous synchronization, elements inside a project have unique ids, which facilitates correct restoration of all relationships that are established among host project components and the library elements.

- **Partitioning (meta)model namespaces.** When two or more (meta)models are composed, name clashes may occur. To alleviate this problem, (meta)model libraries (and hence the corresponding components DSMs) can have their own namespaces specified by (meta)modelers, as shown in Step 3 of Figure 2. External software components, such as code generators or model analysis tools that were developed for the composite DSML, must use the fully qualified names. But tools that were developed for component DSMs will still work because GME sets the context correctly before invoking such a component.

- **Handling constraints.** The syntactic definitions of a metamodel in GME can be augmented by static semantics specifications in the form of Object Constraint Language (OCL) constraint expressions. When metamodels are composed together, the predefined OCL expressions coming from a sub-DSML should not be altered. Therefore GME’s Constraint Manager uses namespace specifications to avoid any possible ambiguities, and these expressions are evaluated by the Constraint Manager with the correct types and priorities as defined by the sub-DSML as shown in Step 4 of Figure 2. The composite DSML can also define new OCL expressions to specify the static semantics that augment the specifications originating in the metamodels of the sub-DSMLs.

**4. Integrating Systems with SIML**

This section describes how we created and applied the *System Integration Modeling Language* (SIML), which is our open-source composite DSML that simplifies functional integration of component-based systems built using heterogeneous middleware technologies.
4.1. The Design and Functionality of SIML

Applying GME’s (meta)model composition features to SIML. To support integration of systems built using different middleware technologies, SIML uses the GME (meta)model composition features described in Section 3. SIML is thus a composite DSML that allows integration of systems by composing multiple DSMLs, each representing a different middleware technology. Each sub-DSML is responsible for managing the metadata (creation, as well as generation) of the middleware technology it represents. The composite DSML defines the semantics of the integration, which might include reconciling differences between the diverse technologies, as well as representing characteristics of various implementations. System integrators therefore have a single environment that allows the creation and specification of elements in each sub-DSML, as well as interconnecting them as if they were elements of a single domain.

Applying SIML to compose CCM and Web Services. Our initial use of SIML was to help integrate CCM with Web Services in the context of the shipboard computing case study described in Section 2. The two sub-DSMLs we needed to integrate to support the new requirements described in Section 2 were:

- The Platform-Independent Component Modeling Language (PICML), which enables developers of CCM-based systems to define application interfaces, QoS parameters, and system software building rules, as well as generate valid XML descriptor files that enable automated system deployment.

- The Web Services Modeling Language (WSML), which enables development of Web Services, and supports key activities in Web Service development, such as creating a model of a Web Services from existing WSDL files, specifying details of a Web Service including defining new bindings, and auto-generating artifacts required for Web Service deployment.

Since SIML is a composite DSML, all valid elements and interactions from both PICML and WSML are valid in SIML. It is therefore possible to design both CCM components and assemblies of components, as well as Web Services (and federations of Web Services) using SIML, just as if either PICML or WSML were used independently. The whole is greater than the sum of its parts, however, because SIML defines new interactions that allow connecting a CCM component (or assembly) with a Web Service and automates generation of necessary gateways, which are capabilities that exist in neither PICML nor WSML.

4.2. Resolving Functional Integration Challenges using SIML

We now show how we applied SIML to resolve the functional integration challenges discussed in Section 2.1. Although we focus on the initial version of SIML that supports integration of CCM and Web Services, its design is sufficiently general that it can be applied to integrate many other middleware technologies without undue effort. Figure 3 shows how SIML resolves the following challenges to generate a gateway given an existing CCM application:

Resolving challenge 1. Choosing an appropriate level of integration. As mentioned in Section 2.1, determining the right level of integration requires expertise in all the different technologies being integrated. To allow interactions between CCM components and Web Services, SIML defines interactions between ports of CCM components and ports exposed by the Web Services. Since SIML also automates the generation of the glue code, some choices with respect to the level of integration, e.g., mapping of a CCM port to a Web Service port, are pre-determined, while other decisions, e.g., aggregation of more than one CCM component into a single Web Service, are customizable. SIML thus extends the list of valid interactions of both CCM com-
ponents and Web Services, which is an example of a com-
posite DSML defining interactions that does not exist in its
sub-DSMLs. SIML can also partition a large system into hi-
erarchies via the concept of “modules,” which can be either
CCM components (and assemblies of CCM components)
or Web Services. SIML’s architecture can be enhanced to
support integration of many middleware technologies, by
extending the list of interactions defined by SIML to inte-
grate new technologies. For example, SIML could be ex-
tended to support interactions between CCM and EJB, or
even between Web Services and EJB. Extending SIML to
support other technologies, e.g. EJB, requires specification
of a DSML that describes the elements and interactions of
EJB. Once the DSML for EJB is specified, it can be im-
ported into SIML as a library while also assigning a new
namespace to it; the creation of a new namespace prevents
any clash between the type systems e.g., between a CCM
component and EJB component. Interactions between ele-
ments of CCM and EJB can then be defined in the com-
posite DSML. From these new interactions, generative tech-
niques (as explained in resolution to Challenge 3 below) can
be applied to automate the task of integration.

Resolving challenge 2. Reconciling differences in inter-
face specifications. To map interfaces between CCM and
Web Services, SIML provides a tool called IDL2WSDL,
which automatically converts any valid CORBA IDL file to
a corresponding WSDL file. As part of this conversion pro-
cess, IDL2WSDL performs both datatype mapping, which
maps CORBA datatypes to WSDL datatypes, and exception
mapping, which maps both CORBA exceptions to WSDL
faults. System integrators are therefore relieved from the
intricacies of the mapping. As shown in Figure 3, both
IDL and WSDL can also be imported into the DSML en-
vironment corresponding to CCM (PICML) and Web Ser-
ves (WSML), allowing integrators to define interactions
between CCM components and Web Services. SIML also
supports language mapping between ISO/ANSI C++ and
Microsoft C++/CLI, which is the .NET framework exten-
sion to C++. SIML therefore automates much of the tedious
and error-prone details of the interface mapping, thereby al-
lowing system integrators to focus largely on the business
logic of the application being integrated.

Resolving challenge 3. Managing differences in imple-
mentation technologies. While the rules defined in SIML
allow definition of interaction at the modeling level, this
feature is not very useful if these definitions cannot be
translated into runtime entities that actually perform the
interactions. SIML therefore generates resource adapters,
which automatically convert SOAP requests into IIOP re-
quests, and vice-versa. A resource adapter in SIML is im-
plemented as a gateway. SIML allows system integrators
to define connections between ports of a CCM component
and a Web Service, as shown in Figure 3. These connec-
tions are then used by a model interpreter, which automati-
cally determines the operation/method signatures of opera-
tions/methods of the ports on either end of a connection, and
uses this information to automatically generate a gateway.
The generated gateway contains all the “glue code” neces-
ary to perform datatype mapping, exception mapping, and
language mapping between CCM and Web Services. The
gateway generator is configurable and can currently gen-
erate Web Service gateways for two different implementa-
tion of Web Services: GSOAP [24] and Microsoft ASP.NET.
The generated gateway also performs the necessary proto-
col mapping (i.e., between IIOP and SOAP) and discovery
mapping (i.e. automatically connecting to a Naming Ser-
vie to obtain object references to CCM components). Our
initial implementation does not yet support QoS mapping,
which is the focus of future work, as described in Section 6.

Resolving challenge 4. Managing deployment of subsys-
tems. After the necessary integration gateways have been
generated, system integrators also need to deploy and con-
figure the application and the middleware using a variety
of metadata in the form of XML descriptors. Since SIML is
built using (meta)model composition it can automatically
use the tools developed for the sub-DSMLs (i.e., PICML
to handle deployment of CCM applications and WSML to
handle deployment of Web Services) directly from within
SIML.

By encapsulating the required resource adapters inside
a a Web Service or CCM component, SIML allows reuse
of deployment techniques available for any given middle-
ware system. System integrators therefore do not need to
deploy resource adapters separately. While this approach
works for in-process resource adapters (such as those gener-
ated by SIML), out-of-process resource adapters need sup-
port from a deployment descriptor generator. Since SIML
is a DSML itself, this support could be added to SIML so
it can generate deployment support for out-of-process re-
source adapters.

Resolving challenge 5. Dealing with interoperability is-
ues. Since knowledge of the underlying middleware tech-
nologies is built into SIML, it can automatically compe-
sate for incompatibilities during design time. For ex-
ample, IDL2WSDL allows generation of WSDL that sup-
sports SOAP RPC encoding or an interoperable subset defined
in the WS-I Basic Profile. System integrators therefore are bet-
ter prepared to handle incompatibilities that only show up
during integration testing. SIML can also define constraints
on WSDL definition as prescribed by the WS-I Basic Pro-
file, so that violations can also be checked at modeling time.
Similarly, gateway generation can add workarounds for quirks of particular implementations automatically, thereby
relieving system integrators from finding these problems
during final integration testing. The automation of gateway
generation also scales the integration activity since develop-
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ers need not write system specific integration code. In addition, SIML allows evolution of the integrated system by incrementally adding more components, or targeting different middleware implementations as future needs dictate.

4.3. Evaluating SIML

To evaluate the benefits of SIML, we first define a taxonomy for evaluating technologies that assist the functional integration of CCM and Web Services. We then use this taxonomy to compare SIML with tools that are supplied by vendors for either technology, referred to in Table 1 as Native tools. Examples of native tools include the Microsoft Visual Studio and the IBM Eclipse suite, which developers using middleware technologies like .NET and EJB are likely to use. This table depicts the different mapping activities described in Section 4.2 that are typical in functional integration of middleware systems. For each activity the table describes the level of support in SIML and whether the activity is automated. It also describes the level of automation measured as the number of distinct steps performed by a system integrator. Table 1 further decomposes the level of automation into three broad categories: (1) design, which denotes that system integrators need to perform a design activity that might include domain analysis, requirement analysis, etc., (2) implementation, which denotes that system integrators need to implement some functionality usually by writing code, and (3) tool use, which denotes that a tool needs to be used by the system integrators to perform that activity. This categorization assigns a weight commensurate to the skills of the individual responsible for carrying out the task in a particular organization.

Our taxonomy also assumes that design and implementation are orders of magnitude more difficult/time-consuming than tool use. In Table 1, therefore, multiple activities of the same category are considered equal, since the magnitude difference will likely dwarf any small number of steps of any particular category. Thus the table uses 1 to indicate one or more, i.e., 1...n steps, and 0 to indicate that the effort is automated. To estimate the amount of effort required, we sum up each of the three columns (i.e., design, implementation, and tool) and then multiply the result by the weight assigned to each category. For example, a reasonable assignment of weight for these activities might be 10, 5 and 1, for each of design, implementation and tool use. With this assignment, we can see that using SIML requires $2 \times 10 + 2 \times 5 + 8 \times 1 = 38$ distinct steps to achieve functional integration. In comparison, using just the native tools would result in $8 \times 10 + 9 \times 5 + 1 \times 1 = 126$ distinct steps to achieve the same. It should be noted that the number of steps will get reduced drastically as (and when) native tools add support for integration activities.

The numbers in Table 1 are for each unique unit of work per unique pair of source and target technologies, i.e., for a single datatype mapping, a single exception mapping, a single protocol mapping. To calculate the total cost of integration, we must take into account both the number of distinct types/exceptions/languages, and the number of unique pairs of technologies being integrated.

Since SIML allows hierarchical composition of the integration infrastructure, the integration architecture scales along with the increase in the number of components. While the generative techniques applied to generate the gateways scale with the number of components in the system, when the number of components increases to thousands of components, the limitations of visual design tools tend to show up. To overcome the issues with scalability of modeling techniques, we have applied techniques like aspect-oriented weaving of domain-specific models [2] in prior efforts. Such techniques can be applied to automate the modeling activities in SIML in the presence of large number of components, since SIML itself is a domain-specific language for integration.

Table 1 shows that SIML helps reduce the effort by re-

<table>
<thead>
<tr>
<th>Integration Activity</th>
<th>Supported?</th>
<th>Automated?</th>
<th>Level of Automation (# of distinct steps)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Using SIML</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Design</td>
</tr>
<tr>
<td>Integration Design</td>
<td>Yes</td>
<td>No</td>
<td>0</td>
</tr>
<tr>
<td>Interface Mapping</td>
<td></td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>Data Type Mapping</td>
<td>Yes</td>
<td>Yes</td>
<td>0</td>
</tr>
<tr>
<td>Exception Mapping</td>
<td>Yes</td>
<td>Yes</td>
<td>0</td>
</tr>
<tr>
<td>Language Mapping</td>
<td>Yes</td>
<td>Yes</td>
<td>0</td>
</tr>
<tr>
<td>Technology Mapping</td>
<td></td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>Protocol Mapping</td>
<td></td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>Discovery Mapping</td>
<td>Yes</td>
<td>Yes</td>
<td>0</td>
</tr>
<tr>
<td>QoS Mapping</td>
<td>No</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Deployment Mapping</td>
<td></td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>Descriptor Generation</td>
<td>Yes</td>
<td>Yes</td>
<td>0</td>
</tr>
<tr>
<td>Gateway Placement</td>
<td>No</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Interoperability Mapping</td>
<td>Yes</td>
<td>Yes</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1. Evaluating Functional Integration using SIML
Integrating the design and/or implementation activities associated with integration to ordinary tool usage activities. For example, SIML effectively reduces the design and implementation effort required to perform the datatype, exception and language mapping, to a single step of tool use. This table also shows that similar gains can be achieved for complex tasks, such as protocol mapping (conversion between IIOP and SOAP in this case) and discovery mapping (conversion between CORBA Object References and Web Service URIs). Finally, the table reveals current gaps in our toolchain, i.e., SIML does not perform QoS mapping or help with placement of resource adapters (or gateways), which remains as future work.

5. Related Work

This section surveys the technologies that provide the context of our work on system integration in the domain of large-scale distributed enterprise systems. We classify techniques and tools in the integration space according to the role played by the technique/tool in system integration.

**Integration evaluation tools** enable system integrators to specify the systems/technologies being integrated and evaluate the integration strategy and tools used to achieve integration. For example, IBM’s WebSphere [9] supports modeling of integration activities and runs simulations of the data that is exchanged between the different participants to help predict the effects of the integration. While these tools help identify potential integration problems and evaluate the overall integration strategy, they do not replace the actual task of integration itself since these tools use simulation/emulation-based abstractions of the actual systems. SIML’s role is complementary to these tools: once the integration evaluation has been done using these tools, SIML can be used to design the integration, as well as generating the various artifacts required for integration.

**Integration design tools.** OMG’s UML profile for Enterprise Application Integration (EAI) [18] defines a Meta Object Facility (MOF) [17] based metamodel for collaboration modeling, as well as activity modeling. MOF provides facilities for modeling the integration architecture focusing on connectivity, composition and behavior. The EAI UML profile also defines a MOF-based standardized data format to be used by the different systems to exchange data during integration, which is achieved by defining an EAI application metamodel that handles interfaces and metamodels for programming languages such as C, C++, PL/I and COBOL, to aid the automation of transformation. While standardizing on MOF is a step in the right direction, the lack of widespread support for MOF by various tools, and the differences between versions of XML Metadata Interchange (XMI) support in tools lead to problems in practice. Existing integration design tools provide limited support for interface mapping by generating stubs and skeletons for facilitating interface mapping, and perform protocol mapping. However, key activities like discovery mapping, and deployment mapping still needs to be programmed by the system integrator. Thus the primary difference between SIML and these tools is that SIML not only allows such integration design, but also automates the generation of key integration artifacts, such as gateways, reducing the amount of effort required to develop and deploy the systems.

**Integration patterns** [23] provides guidance to system integrators in the form of best patterns and practices with examples of using a particular vendor’s products. [8] catalogs common integration patterns with an emphasis on system integration via Message-Oriented Middleware (MOM) using different commercial products. These efforts do not directly provide tools for integration, but instead provide critical guidance to using existing tools to achieve integration. We are enhancing SIML to support modeling integration patterns and using them to enhance the generative capabilities of SIML to enable widely-accepted solutions to common integration problems.

**Resource adapters** are used during integration to transform data and services exposed by service producers to a format that is amenable to service consumers. While existing standards (such as the Java Messaging Specification [22] and J2EE Connector Architecture Specification [16]) and tools (such as IBM’s MQSeries [10]) provide the architectural framework for performing the required adaptations, these tools approach the integration from a middleware and programming perspective, i.e., system integrators are still required to handcraft the “glue” code that invokes the resource adapter frameworks to connect system components together. In contrast, SIML uses syntactic information present in the DSMLs to automatically perform the necessary “glue” code, and relies on user input only for tool use.

**Integration frameworks.** Composition in the context of the semantic web and the Web Ontology Language (OWL) [5] has focused on composition of services from unambiguous, formal descriptions of capabilities as exposed by services on the web. Research on service composition has focused on automation and dynamism [19], optimizing the composition such that it is QoS-aware [26], as well as integration on large-scale “system-of-systems” like the GRID [7]. Since these automated composition techniques rely on unambiguous, formal representations of capabilities, system integrators need to make their legacy systems available as Web Services or provide alternate formal mappings of capabilities of the system to be integrated, which may not always be feasible. Our approach to (meta)model composition, however, is not restricted to a single domain, though the semantics are bound at design time. While both ap-
proaches rely on metadata. SIML’s use of metadata focuses on the generative capabilities possible rather than on the semantic knowledge extracted from metadata.

**Integration quality analysis.** As the integration process evolves, it is necessary to validate whether the results are satisfactory from functional and QoS perspectives. Research on QoS issues associated with integration has yielded languages and infrastructure for evaluating Service-Level Agreements (SLAs). Examples include the Web Service Level Agreement language (WSLA) [14] framework, which defines an architecture to define service-level agreements using an XML Schema, and provides associated infrastructure to monitor the conformance of the running system to the desired SLA. Other efforts have focused on defining processes for distributed continuous quality assurance [25] of integrated systems to identify the impact on performance during system evolution. Information from these analysis tools should be incorporated into future integration activities. While these tools can be used to provide input to design-time integration activities, they themselves do not support automated feedback loops. We are adding support for modeling SLAs in SIML to allow evaluation of SLAs before/after integration.

6. Concluding Remarks

The development of enterprise distributed systems increasingly involves more integration of existing COTS software and less in-house development from scratch. With the increase in capabilities of COTS component middleware technologies, the complexity of integration of systems built upon such frameworks is also increasing. This paper shows how a model-driven approach to functional integration of component middleware technologies enhances conventional approaches to system integration, which are tedious, error-prone, and non-scalable for enterprise distributed systems. We then show how DSMLs and (meta)model composition can help to address these limitations.

To demonstrate the viability of our approach, we enhanced support for composition of DSMLs in GME. Using this new capability, we developed the System Integration Modeling Language (SIML), which is a DSML composed from two other DSMLs, the CCM profile of Platform-Independent Component Modeling Language (PICML) and the Web Services Modeling Language (WSML). Finally, we evaluated the benefits of our approach by generating a gateway from the model, which automates key steps needed to functionally integrate CCM components with Web Services.

The following is a summary of lessons learned thus far from our work applying (meta)model composition to integrate heterogeneous middleware technologies:

- **Integration tools are becoming as essential as design tools.** SIML is designed to bridge the gap between existing component technologies (in which the majority of software systems are built) and integration middleware (which facilitate the integration of such systems). SIML elevates the activity of integration to the same level as system design by providing tools which allow integration design of systems built using heterogeneous middleware technologies. Since SIML is a DSML, it can potentially be used as the infrastructure to define constraints on the actual integration process itself, thereby allowing evaluation of service-level agreements prior to the actual integration itself.

- **Automating key portions of the integration process is critical to building large-scale distributed systems.** Compared with conventional approaches, our model-driven approach to system integration automates key aspects of system integration, including gateway “glue code” generation, metadata management, and design-time support for expressing unique domain and/or implementation assumptions. It supports seamless migration of existing investment in models and allows incremental integration of new systems. Moreover, our model-driven approach is general-purpose and can be applied to tool-chains other than GME, as well as help integrate systems other than CCM or Web Services.

- **QoS integration is a complex problem, and requires additional R&D advances.** Though SIML helped map functional aspects of a system from a source technology to a target technology, our work is not complete until the non-functional QoS-related aspects of a system also map seamlessly. For example, technologies like the Real-time CORBA Component Model (RT-CCM) [25] support many QoS-related features (such as thread pools, lanes, priority banded connections, and standard static/dynamic scheduling services) that allow system developers to configure the middleware to build systems with desired QoS features. When systems based on RT-CCM are integrated with other technologies, it is critical to automatically map the QoS-related features used by an application in the source technology to the set of QoS features available in the target technology. For example, a number of specifications have been released for Web Services that target QoS features, such as reliable messaging, security, and notification. The focus of our future efforts in integration involves extending SIML to automatically map QoS features from one technology to another using DSMLs, such that the integration is automated in all aspects – both functional and non-functional.

Instructions for downloading SIML and GME are available at www.dre.vanderbilt.edu/cosmic.
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Abstract

Commercial Off-The-Shelf (COTS) products are increasingly being used in software development. In COTS-based development, selecting appropriate COTS is the most crucial phase. This paper explores the evolution of COTS selection practices, and surveys eighteen of the most significant COTS selection approaches. The paper traces how each approach contributed to the improvement of current COTS selection practices, and then compares them. The paper also highlights some open research issues relevant to the selection process, and concludes with a discussion of possible future directions to address these issues.

1. Introduction

Most of today’s software systems include one or more COTS (commercial off-the-shelf) products. COTS are pieces of software that can be reused by software projects to build new systems [1, 2]. Such COTS include word processors, email packages, etc [3].

Performing a good COTS selection plays a critical role in the success of the final system [4]. COTS selection is the process of determining the fitness-of-use of COTS products in a new context, and then selecting one or more products with the highest fitness [5].

COTS selection involves many challenges such as the high complexity of the process [6]. To overcome these challenges, several efforts were made during the last decade to model the COTS selection process. However, none of these methods can be considered as the silver-bullet to solving the COTS selection problem. Different approaches are of different effectiveness and might be suitable for different contexts.

In this paper, we show how different COTS selection approaches contributed to the advance of COTS selection practices. The paper reviews current COTS selection approaches, discusses their contribution, compares them, shows their pros and cons, and briefly explains their main activities. Next, the paper highlights those issues that were not sufficiently addressed by existing approaches, and shows possible future directions that can be used to solve these issues. To the best of our knowledge, there is no previous such thorough surveys.

This paper is structured as follows: Section 2 describes the COTS selection process. The section starts by describing the so-called “general COTS selection process” which highlights the main activities that most existing approaches use. Then, we discuss the evaluation process which is the core of any COTS selection approach. Section 3 presents COTS selection approaches and summarizes their contribution to the evolution of COTS selection practices. Section 4 presents some of the ‘present’ open issues relevant to the COTS selection process. Then, in section 5 some ‘future’ directions that can be taken to address these issues are discussed. Finally, conclusions are given in section 6. The paper includes one appendix which describes the approaches listed in section 3.

2. The COTS selection process

2.1. The general COTS selection process

Although there is no commonly accepted method for COTS selection [6], all methods share some key steps that can be iterative and overlapping. These steps formulate what we refer to as the General COTS Selection (GCS) process which is described as follows:

Step 1: Define the evaluation criteria based on stakeholders’ requirements and constraints.
Step 2: Search for COTS products.
Step 3: Filter the search results based on a set of ‘must-have’ requirements. This results in defining a short list of most promising COTS candidates which are to be evaluated in more detail.
Step 4: Evaluate COTS candidates on the short list.
Step 5: Analyze the evaluation data (i.e. the output of Step 4) and select the COTS product that has the best fitness with the criteria. Usually, decision making techniques, e.g. analytic hierarchy process (AHP) [7], are used for making the selection.

After Step 5, the selected COTS product is usually customized (aka tailored) as needed in order to reduce the mismatches it has with the requirements. A COTS product can be customized in different ways, such as using add-ons, adjusting parameters, etc.

2.2. COTS evaluation

COTS evaluation is the core of the COTS selection process as it is the activity in which the fitness-of-use
of COTS products is determined. COTS evaluation provides information necessary for the decision maker to select the best COTS product from a set of competing alternatives [8, 9].

COTS are evaluated against a set of criteria that represents the stakeholders’ requirements and system constraints. Kontio et al. [10] suggest to hierarchically define the evaluation criteria, where a set of high-level goals are gradually refined based on such factors as the application requirements and architecture, the COTS capabilities, etc. Maiden et al. [4] agrees with Kontio and further suggest defining the evaluation criteria while at the same time evaluating existing COTS. The technical literature also includes efforts to explain how to define the evaluation criteria based on quality models. For example, Franch et al. [11] and Carvallo et al [12] propose a six-step method to build a structured quality model for the purpose of COTS evaluation. They rely on the ISO/IEC 9126 quality model [13] and further explain activities to define a set of metrics that can be used during the evaluation.

Generally, there are three strategies which can be applied to evaluate COTS products [14, 15]:

1. **Progressive filtering**, which starts with a large number of COTS, and then progressively defines discriminating criteria through successive iterations of product evaluation cycles, where in each cycle ‘less fit’ products are eliminated. This strategy requires running steps 1 to 4 in the GCS process iteratively until a small number of most promising COTS products is identified from which one or more can be selected for integration into the system.

2. **Puzzle assembly**, which assumes that a COTS-based system requires fitting various components together like pieces of a puzzle. This implies that a product that ‘fits’ in isolation might not be acceptable when combined with other products. Therefore, this strategy suggests considering the requirements of each product while simultaneously remembering the requirements of other products in the puzzle.

3. **Keystone identification**, which starts by identifying a key requirement (e.g. vendor location or type of technology), and then searching for products that satisfy this keystone requirement. This allows quick elimination of a large number of products that do not satisfy the key requirement.

More than one of the above strategies may be employed in the same project [15]. For example, a developer might use ‘keystone identification’ first and then later ‘progressive filtering’.

### 3. COTS selection approaches

This section surveys and compares current COTS selection approaches. The section tries to trace how each approach contributed to the improvement of current COTS selection practices. Each approach is discussed in more detail in Appendix 1.

#### 3.1. The evolution of COTS selection practices

Figure 1 traces the improvements made to the COTS selection process over the last decade. One of the first proposals was given by Kontio et al. [16] who proposed the OTSO (Off-The-Shelf Option) approach for COTS selection in 1995. OTSO is considered an important milestone in the evolution of COTS selection practices as it served as a basis for other approaches. OTSO defined the basic structure of the COTS selection process. This structure is very similar to the GCS process described in section 2.1.

![Figure 1 Evolution of COTS selection practices](image)

In 1996, Kontio published several follow-up papers to elaborate OTSO (e.g. [10]) in which the process of defining the evaluation criteria is described in detail. In 1997, several approaches were proposed:

- **(i) The IusWare (IUSTitia softWARis)** [17] approach tried to formalize the selection process, and to address quality requirements during the evaluation process.
- **(ii) The PRISM (Portable, Reusable, Integrated, Software Modules)** [18] approach proposed a generic component architecture that can be used during the COTS evaluation process.
- **(iii) The CISD (COTS-based Integrated Systems Development)** [19] approach proposed a model that can be used to select multiple homogeneous COTS products.

However, it was not until 1998 that another important milestone was reached with the PORE approach [4]. The importance of PORE is that it proposed a requirements engineering process for COTS-based development. PORE suggested that requirements should be elicited and analyzed at the same time when the COTS products are evaluated.

In 1999, several approaches were proposed:

- **(i) The CEP (Comparative Evaluation Process)** approach introduced the use of the so-called confidence factor (CF). The more reliable the source of data, the higher a CF value that source gets. Any estimate we make should be adjusted based on the CF value of the source based on which these estimations are made.
(ii) The STACE (Social-Technical Approach to COTS Evaluation) approach [20] emphasized the importance of non-technical issues, e.g. social, human, and organizational characteristics, during the evaluation process.

(iii) The CRE (COTS-based RE) approach emphasized the importance of non-functional requirements (NFR) as decisive criteria when comparing COTS alternatives. CRE uses the NFR framework [21] to model NFRs.

In 2000, Ochs et al. [22] proposed the COTS acquisition process (CAP) which emphasized the concept of a “tailorable evaluation process”. This means the evaluation process (including the evaluation criteria themselves) should be tailored based on the available effort for the project. Ochs’ approach relied on experts’ knowledge to tailor the process.

In 2001, a project was started by Chung et al. to define a COTS-Aware Requirements Engineering (CARE) approach [23-26]. CARE uses a flexible set of requirements based on different agents’ views. For this, CARE proposes a method to define relevant agents as well as the system goals and requirements.

In 2002, another set of approaches were proposed:

(i) the PECA (Plan, Establish, Collect, and Analyze) approach [27] from SEI [5] describes a detailed tailorable COTS selection process and gives guidelines which the experts can use to tailor the process.

(ii) The BAREMO approach explained in detail how a tailorable COTS selection process and gives guidelines which the experts can use to tailor the process.

(iii) The approach by Erol et. Al. [30] suggests the use of optimization techniques to determine optimal (or near optimal) solutions.

(iv) The combined selection approach [29] tries to select multiple COTS that are evaluated, first on the local scale to evaluate each COTS in isolation from the others, and then on the global scale to select the best combination of COTS.

In 2003, two more approaches were proposed:

(i) The WinWin spiral model [3] which is a risk-driven approach that suggests to identify, analyze and resolve risks in an iterative evaluation process.

(ii) The approach by Erol et. Al. [30] suggests the use of fuzzy theory to quantify qualitative data, and then to use optimization techniques to determine optimal (or near optimal) solutions.

In 2004, the DesCOTS system [31] was presented based on the work done in [11]. This system integrates several tools to define evaluation criteria using quality models such as ISO/IEC9126 [13].

In 2005, the MiHOS (Mismatch-Handling aware COTS Selection) approach was developed [32]. MiHOS relies on the GCS method and introduces a process for handling mismatches between COTS products and requirements. MiHOS uses techniques such as linear programming to identify near optimal solutions.

3.2. Surveying COTS selection approaches

Appendix 1 describes the eighteen approaches mentioned in section 3.1 in detail. Table 1 compares these approaches in terms of the following criteria:

1) GCS: Conformance to the GCS method.
2) EVAL: Evaluation strategy used.
3) SNG: Suitability for single COTS selection.
4) MLT: Suitability for multiple COTS selection.
5) TAILOR: Tailorability of the process based on experts’ knowledge. Satisfying this criterion does not necessarily imply the existence of any systematic tailoring techniques.
6) TS: Availability of tool support to facilitate the application of the approach.

Table 1 Comparing COTS selection approaches

<table>
<thead>
<tr>
<th>APPROACH</th>
<th>COMPARISON FACTORS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID Name Year</td>
<td>GCS EVAL SNG MLT MISM TAILOR TS</td>
</tr>
<tr>
<td>A1 OTSO 95/96</td>
<td>PF ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>A2 JusWare 1997</td>
<td>✓ Any ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>A3 PRISIM 1997</td>
<td>PF ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>A4 CiSD 1997</td>
<td>PF/PF ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>A5 PORE 1998</td>
<td>✓ PF ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>A6 CEP 1999</td>
<td>✓ PF ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>A7 STACE 1999</td>
<td>✓ KS/PF ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>A8 CRE 1999</td>
<td>✓ PF ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>A9 CAP 2000</td>
<td>✓ PF ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>A10 CARE 2001</td>
<td>✓ PF ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>A11 PECA 2002</td>
<td>✓ Any ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>A12 BAREMO 2002</td>
<td>✓ step5 ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>A13 Storyboard 2002</td>
<td>✓ KS/PF ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>A14 CS 2002</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>A15 WinWin 2003</td>
<td>✓ PF ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>A16 Erol’s 2003</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>A17 DesCOTS 2004</td>
<td>✓ PF ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>A18 MiHOS 2005</td>
<td>✓ KS/PF ✓ ✓ ✓ ✓ ✓</td>
</tr>
</tbody>
</table>

- **PF**: Progressive filtering - fully satisfies the criterion
- **KS**: Keystone - does not satisfy the criterion
- **PZ**: Puzzle assembly - partially informally or implicitly satisfies the criterion

4. Evaluating existing approaches

In this section, we list some of the open research issues that have not been sufficiently addressed by existing COTS selection approaches.

As we have seen in section 3, there is a great variety of approaches to tackle the COTS selection problem. Practitioners have two main requests: (i) they are wondering about the effectiveness of the different approaches, and (ii) they need guidance on when and how to choose from these approaches. In his paper [1], R. Glass stated a clear message from software practitioners to software researchers: "What help do practitioners need? We need some better advice on how and when to use methodologies". This brings us to the first open research issue:
**R_1**: “To support selection of appropriate and effective methods for our context”

Furthermore, although most of the proposed approaches were developed for general use, there is no commonly accepted approach for COTS selection [6]. Also, these approaches were proposed without a clear explanation of how they can be adapted to different domains and projects. This means, even if we can satisfy R_1 and identify an approach that best-fits a specific context, customizing this approach to better fit the context would be problematic. This leads to the second open research issue:

**R_2**: “To show how COTS selection approaches can be adapted to fit into different contexts”

The next open issue is more relevant to the decision making during the selection process. Current approaches suggest using decision making techniques such as weighted score method (WSM) or analytic hierarchy process (AHP) [7]. However, there are several limitations to these techniques [33]. For example, these techniques estimate the fitness of COTS candidates based on ‘one’ total fitness score. This is sometimes misleading due to the fact that high performance in one COTS aspect might hide poor performance in another aspect. This leads to the third open research issue:

**R_3**: “To use more informative decision making techniques”

A follow up on the above problem is that, current decision making techniques usually suggest ‘one’ optimal solution to the decision makers who can either accept or reject it. This limits the decision makers’ participation in and control over the decision making process. An alternative is to use decision support techniques. Decision support is a way of helping decision makers under different levels of uncertainty, complexity, and changing problem parameters [2]. Decision support suggests that instead of giving only one optimal solution, decision makers should be given several optimal or near optimal solutions from which they can either accept one or re-run the process again after adjusting its parameters until they reach a reasonable solution. This allows decision makers to have more participation in and control over the decision making process. This leads to the fourth open research issue:

**R_4**: “To use decision support techniques in order to help making more efficient decisions”

The next research issue is related to having different stakeholders with different views. Currently, this issue is resolved implicitly or informally. However, what is needed is a more robust negotiation component through which COTS can be progressively selected based on functional and non-functional requirements, architecture, and at the same time resolving conflicts between stakeholders. This leads to the fifth issue:

**R_5**: “To provide a negotiation component for resolving conflicts between stakeholders”

The remaining issues are related to the COTS market and their vendors. Most current approaches assume that the knowledge required for evaluating COTS products is available and reliable. Current approaches (e.g. [4]) suggest that COTS evaluation should initially rely on vendors’ documentations. Then, for specific requirements, we should rely on vendor-led demonstration and on user-led experimentation. Nevertheless, the problem here is three-fold: (i) searching for and collecting the knowledge might very effort consuming. This leads to another open research issue:

**R_6**: “To design knowledge repositories and show how they can be used for evaluating COTS”

(ii) Some vendors are more reliable than others, and hence their documents can be used during the evaluation more broadly in order to reduce the evaluation effort related to user-led experimentations. This leads to another open research issue:

**R_7**: “To develop techniques to evaluate vendors’ credibility, and adjust the COTS evaluation results (obtained from vendors’ documentations) based on such credibility estimation”.

### 5. An outlook

The seven issues described in section 4 can be analyzed for improving COTS selection practices. In this section, we show possible directions that can be used to address these eight issues.

**For R_1**: A high-level roadmap was given in [1] to support selecting appropriate methods for different contexts. The main idea is to taxonomize existing methods, to categorize problem domains in terms of what they need, and finally to find a way to map these two categories to each other. In addition, further confirmative studies should be conducted to analyze the effectiveness of the wide variety of approaches.

**For R_2**: Initial efforts [34, 35] developed a framework for customizing the COTS selection process. The main idea is to define a set of possible options for each activity during the process, and then give support to select the best option based on such project characteristics as effort, criticality, etc. Another useful reference can be found in [36]. Although this reference is not COTS oriented, it shows one method of process tailoring.

**For R_4**: The evaluation criteria can be defined in a hierarchical manner using goal-oriented definition [37]. Some COTS selection approaches already use goals [31]. However, it is not clear yet how to estimate the satisfaction of each goal. For this purpose, the relationships between goals should be quantified in terms of how each goal contributes to or prevents the satisfaction of other goals. The work done in [38] can be used as a reference for this purpose.
For $\mathcal{R}_4$: There are many possible sources that explain the decision support concept [39-41]. An initial effort was done in [32] to incorporate decision support techniques in the COTS selection process.

For $\mathcal{R}_5$: Negotiation components are essential parts of decision support systems [6]. Group decision making techniques [43, 44] might be very useful here. Also, agent-based systems can be employed to support the same purpose [45].

For $\mathcal{R}_6$: The concept of learning software organization (LSO) [39] can be useful to help designing the required knowledge repositories. An initial effort was proposed in [46] where a framework for evaluating COTS with the support of knowledge bases is described. Also, there are useful online repositories for certain domains, e.g. [47]. However, more repositories are needed to cover the large spectrum of COTS domains.

For $\mathcal{R}_7$: The work proposed by the approach A6 [48] (see Appendix-1) shows how to adjust evaluation results based on the credibility of the data source. However, different vendors should have different credibility factors which could be estimated using techniques that can handle uncertain qualitative information, e.g. Bayesian Networks [49].

6. Conclusions

In this paper, we explored the evolution of COTS selection practices, and we surveyed and compared 18 of the most significant COTS selection approaches. In spite of the great variety of these approaches, there still many open issues related to the COTS selection process that need further research. We have listed some of these issues and showed some possible venues that could be taken to address them.

7. References


Appendix-I: Current COTS Selection Approaches in a Nutshell

This appendix summarizes current COTS selection approaches. The approaches are described in tables 2 to 19. For each approach, the following items are described:

- The main idea that distinguishes this approach from other approaches.
- The main steps of the approach.
- The evaluation strategy used by the approach.
- The pros and cons of the approach.
- The availability of tool support (TS).

Please refer to sections 2.1 and 2.2 for further details about these items.

Many of the approaches described in this appendix share the following cons:

- **REQ-ASSUMPTION**: The approach assumes the requirements already exist and fixed.
- **Multi-COTS**: The approach does not support multiple COTS selection for COTS intensive systems.
- **MISMATCHES**: It is not clear how to deal with COTS mismatches. The approach assumes that there is a set of COTS products that satisfy most of the requirements, at least to an acceptable level.
- **AHP/WSM-WEAKNESSES**: The approach uses AHP or WSM, and therefore inherits their weaknesses; e.g. consolidating the individual scores is misleading, because strong aspects mask weak ones.

The acronyms described above are used when describing the approaches.

---

**Table 2 The OTSO Approach**

<table>
<thead>
<tr>
<th>Main Idea</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>OTSO (Off-The-Shelf Option) compares COTS products based on two factors: value and cost.</td>
<td></td>
</tr>
<tr>
<td><strong>Main Steps</strong></td>
<td></td>
</tr>
<tr>
<td>1. <strong>Evaluation criteria</strong>: define evaluation criteria.</td>
<td></td>
</tr>
<tr>
<td>2. <strong>Search</strong>: search the market for possible COTS.</td>
<td></td>
</tr>
<tr>
<td>3. <strong>Screening</strong>: filter out the COTS that do not comply with the must-have requirements.</td>
<td></td>
</tr>
<tr>
<td>4. <strong>Analysis</strong>: use AHP/WSM to consolidate the evaluation results and select a COTS.</td>
<td></td>
</tr>
<tr>
<td>5. <strong>Deployment</strong>: integrate the selected COTS into system.</td>
<td></td>
</tr>
<tr>
<td>7. <strong>Assessment</strong>: assess the success of the selection process as a feedback for future uses.</td>
<td></td>
</tr>
</tbody>
</table>

**Pros**

- Since OTSO is one of the first approaches reported in the literature, it served as a basis for other approaches.
- The feedback from the 'assessment' step helps to improve future selection processes in the organization.

**Criticism**

- **REQ-ASSUMPTION**, Multi-COTS, MISMATCHES, AHP/WSM-WEAKNESSES

**TS**

- Not available.

---

**Table 3 The IusWare Approach**

<table>
<thead>
<tr>
<th>Main Idea</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>IusWare (IUStitia softWARis) is a two phase approach that is designed to evaluate COTS products in a formal and rigorous way. IusWare relies on multi-criteria decision aid (MCDA) to select COTS products.</td>
<td></td>
</tr>
<tr>
<td><strong>Main Steps</strong></td>
<td></td>
</tr>
<tr>
<td>1. Identify the actors relevant to the evaluation, their role, objective of the evaluation, and available resources.</td>
<td></td>
</tr>
</tbody>
</table>

---
Table 4 The PRISM Approach

<table>
<thead>
<tr>
<th>Main Idea</th>
<th>A3 : PRISM Approach (1997) [18]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main Steps</strong></td>
<td>The PRISM (Portable, Reusable, Integrated, Software Modules) approach comprises two parts: (i) a generic component architecture, and (ii) a product evaluation process (PEP). The PEP process focuses on prototyping to ensure the selected product complies with industry standards represented by the generic architecture.</td>
</tr>
<tr>
<td>1. Identification: based on initial criteria, identify products that fit into the generic architecture.</td>
<td></td>
</tr>
<tr>
<td>2. Screening: identify one or more products with best fitness for further examination.</td>
<td></td>
</tr>
<tr>
<td>3. Stand-alone test: evaluate products against reliability, reusability, and system requirements.</td>
<td></td>
</tr>
<tr>
<td>4. Integration test: estimate how readily the product is to be integrated to the architecture.</td>
<td></td>
</tr>
<tr>
<td>5. Field test, re-evaluate the product after deployment in the target context.</td>
<td></td>
</tr>
<tr>
<td><strong>Eval. Str.</strong></td>
<td>Progressive filtering</td>
</tr>
<tr>
<td><strong>Pros</strong></td>
<td>Address make-or-buy decisions.</td>
</tr>
<tr>
<td><strong>Criticism</strong></td>
<td>Identifying a generic architecture can be in many cases valid only for specific context.</td>
</tr>
<tr>
<td><strong>TS</strong></td>
<td>Not available.</td>
</tr>
</tbody>
</table>

Table 5 The CISD Approach

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main Steps</strong></td>
<td>The CISD (COTS-based Integrated Systems Development) is a waterfall-style approach to identify and evaluate COTS products and then integrate them into the system.</td>
</tr>
<tr>
<td>a) Product identification</td>
<td></td>
</tr>
<tr>
<td>b) Product evaluation: Evaluate the product sets to find the optimal combination for integration. The optimal combination should include a set of collaborative COTS products. The products are evaluated for their ‘individual functionality’, ‘interoperability of products’, and ‘performance of individual products and product sets’.</td>
<td></td>
</tr>
<tr>
<td>c) Product integration: Build necessary product adapters into the selected product set.</td>
<td></td>
</tr>
<tr>
<td><strong>Eval. Str.</strong></td>
<td>Progressive filtering + Puzzle assembly</td>
</tr>
<tr>
<td><strong>Pros</strong></td>
<td>Support the selection of multiple COTS components in COTS intensive systems</td>
</tr>
<tr>
<td><strong>Criticism</strong></td>
<td>CISD is a waterfall-style approach as each phase depends on the previous one</td>
</tr>
<tr>
<td><strong>TS</strong></td>
<td>Not available.</td>
</tr>
</tbody>
</table>

Table 6 The PORE Approach

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main Steps</strong></td>
<td>The PORE (Procurement-Oriented Requirements Engineering) approach focuses on the requirements engineering phase of the COTS procurement process. It suggests acquiring the requirements as the same time as acquiring and analyzing COTS products. PORE integrates techniques such as: feature analysis techniques [54] to help scoring the compliance of COTS to requirements, and multi-criteria decision making techniques [7] to help selecting a COTS.</td>
</tr>
<tr>
<td>1. Requirements engineering: Identify the requirements for the system.</td>
<td></td>
</tr>
<tr>
<td>2. Search for products: Search for products that meet the requirements.</td>
<td></td>
</tr>
<tr>
<td>3. Screening and selection: Screen and select products that meet the requirements.</td>
<td></td>
</tr>
<tr>
<td>4. Integration and testing: Integrate and test the selected products.</td>
<td></td>
</tr>
<tr>
<td><strong>Eval. Str.</strong></td>
<td>Progressive filtering</td>
</tr>
<tr>
<td><strong>Pros</strong></td>
<td>The parallel requirement acquisition and COTS selection means the defined requirements inform the selection process and vice versa, which is more realistic than assuming a fixed set of requirements.</td>
</tr>
<tr>
<td><strong>Criticism</strong></td>
<td>PORE suggests using the Analytic Hierarchy Process (AHP) method [7] only after Phase3 after defining a small number of products. This leads to minimizing the extra effort that is required by the AHP method.</td>
</tr>
<tr>
<td><strong>TS</strong></td>
<td>PORE Process Advisor (prototype tool)</td>
</tr>
</tbody>
</table>

Table 7 The CEP Approach

<table>
<thead>
<tr>
<th>Main Idea</th>
<th>A6 : CEP Approach (1999) [48]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main Steps</strong></td>
<td>The CEP (Comparative Evaluation Process) approach is an advancement of OTSO approach. CEP suggests the use of the credibility feature. The more confidence in the source of data is, the higher ‘confidence factor (CF)’ that source gets. The CF is multiplied by the criteria scores when making product selection decisions. For example, consider a criterion is evaluated and gets a score of 100% satisfaction by a COTS product. If this criterion is evaluated based on ‘vendor documents’, then CF = 0.3 and the final score is 30% only. Eventually, CEP uses weighted averages to consolidate the evaluation results.</td>
</tr>
<tr>
<td>1. Scoping evaluation effort: set the expected effort and schedule for the evaluation activities.</td>
<td></td>
</tr>
<tr>
<td>2. Searching / Screening: search for COTS candidates</td>
<td></td>
</tr>
</tbody>
</table>
Main Idea

A7: STACE Approach (1999) [14, 20, 55, 56]

STACE (Social-Technical Approach to COTS Evaluation) emphasizes the importance of non-technical issues when defining the evaluation criteria and conducting the evaluation process. The non-technical issues include social, human, and organizational characteristics, e.g. political and economic factors. STACE also emphasizes the customer participation during evaluation. In [55], studies were conducted to compare the application of STACE in developing and developed countries.

Main Steps

1. Requirements elicitation: the high level requirements are elicited from stakeholders, market studies, system documents, and domain knowledge
2. Social-technical criteria definition: the high level requirements are decomposed into measurable attributes. The decomposition addresses the non-technical characteristics (e.g. social-economic).
3. Alternatives identification: the high level requirements are decomposed into measurable attributes. The decomposition addresses the non-technical characteristics (e.g. social-economic).
4. Evaluation: the COTS alternatives are evaluated and ranked according to the social-technical criteria.

Eval. Str. • Progressive filtering

Pros • Relies on a detailed evaluation criteria (i.e. related to management, etc – see main steps)
• Introduce the CF concept (although it might still need some improvements to be applicable)

Criticism • Using the same CF value for all vendors is a strong assumption. Some vendors are more reliable and credible than others.
• REQ-ASSUMPTION, Multi-COTS, MISMATCHES, AHP/WSM-WEAKNESSES

TS • Not available.

Table 8 The STACE Approach

Main Idea

A8: CRE Approach (1999) [57]

CRE (COTS-based Requirements Engineering) emphasizes the importance of non-functional requirement (NFR) as a decisive criteria when comparing COTS alternatives. CRE uses NFR framework [21] to model the NFRs for this purpose. Evaluating all NFRs requires more effort than most organizations have. So, CRE suggests select the most promising COTS candidates for detailed evaluation.

Main Steps

1. Identification: the core requirements and COTS candidates are identified.
2. Description: further requirements are defined. The NFR framework is used to model the NFRs.
3. Evaluation: COTS candidates are evaluated and compared.

Eval. Str. • Progressive filtering

Pros • Using the NFR framework during COTS evaluation facilitates addressing the NFRs.
• Evaluating all NFRs (even for small set of COTS candidates) adds extra effort that is not available in most real situations.
• It is not clear how quality issues are verified, e.g. how a required level of quality is reached.
• It is not clear how to deal with unsatisfied quality attributes.
• Multi-COTS, MISMATCHES, AHP/WSM-WEAKNESSES

Criticism • Not available.

TS • Not available.

Table 9 The CRE Approach

Main Idea

A9: CAP Approach (2000) [20, 55, 56]

CAP (COTS Acquisition Process) is a measurement oriented approach where the evaluation process is tailored based on an estimation of the measurement effort. The tailoring is applied to: (i) a general evaluation criteria (called evaluation taxonomy) that is defined as a part of CAP, and (ii) the evaluation depth ranging from using only documents (as source of data) to using prototyping.

Main Idea

CAP compromises three main components:

a) “Initialization”, which deals with planning the evaluation process and its cost estimation:
   a1. Tailor and weight taxonomy of evaluation criteria
   a2. Estimate the cost of applying CAP
   a3. Elaborate measurement plane
b) “Execution”, which provides guidance to conduct the evaluation process itself:
   b1. Exploration for (i.e. identification of) COTS products
   b2. Collecting measures, where the COTS products are initially evaluated
   b3. Screening, where products with less compliance with the criteria are filtered out
   b4. Collect measures, where the COTS products are evaluated more extensively
   b5. Ranking of COTS using AHP [7]
   b6. Make-or-Buy, where the highest ranked COTS is selected if it passes a make-or-buy decision.
c) “Reuse” component, where all info. gathered by other parts are stored for future use.

Eval. Str. • Progressive filtering

Pros • The introduction of the concept “tailorable evaluation process” which is useful to customize the process based on available resources.
• The introduction of a reusable taxonomy for the evaluation criteria.

Criticism • REQ-ASSUMPTION, Multi-COTS, MISMATCHES, AHP/WSM-WEAKNESSES

TS • Not available.

Table 10 The CAP Approach

Main Idea

A10: CARE Approach (2001 - ongoing) [23-26]

CARE (COTS-Aware Requirements Engineering) approach focuses on the requirements engineering phase of the selection process. CARE defines two types of requirements: native (requirements acquired from customers) and foreign (requirements that may be implemented by existing COTS products). CARE tries to bridge the gap between the native and the foreign requirements by either asking the customers to change a goal or requirements or asking the vendors to customize the COTS product.

Main Steps

1. Define goals: define system goals (i.e. native goals)
2. Match goals: search for COTS products that match the goals (functional first, non-functional second).
Table 13 The BAREMO Approach

<table>
<thead>
<tr>
<th>A12</th>
<th>BAREMO Approach (2002) [59]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main Idea</strong></td>
<td>The BAREMO (Balanced Reuse Model) focuses on how to use the AHP technique [7] to select COTS products.</td>
</tr>
</tbody>
</table>
| **Main Steps** | 1. Specify project objectives  
2. Construct a decision tree (where root node is the problem objective, intermediate nodes are criteria, leaf nodes are alternatives)  
3. Generate a comparison matrices for criteria at the same level in the decision tree  
4. Value each alternative at the leaf nodes with respect to connected criteria at intermediate nodes.  
5. Calculate a final value for each alternative using weighted addition scales. |
| **Eval. Str.** | Progressive filtering |
| **Pros** | No applicable. |
| **Criticism** | 1. Define a COTS evaluation / selection mechanism.  
2. Although BAREMO investigates the use of AHP in details, the concept itself is not new and has already used in many other approaches.  
3. **REO-ASSUMPTION.** Multi-COTS, MISmatches, AHP/WSM-WEAKNESSES.  
4. **TS** | . Any available AHP tool, e.g. ExpertChoice [60] |

Table 15 The Combined-Selection Approach

<table>
<thead>
<tr>
<th>A14</th>
<th>Combined Selection Approach (2002) [29]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main Idea</strong></td>
<td>The Combined-Selection (CS) approach is used to select multiple COTS products that all together satisfy the requirements. This approach performs its activities at two levels: local and global. The global level addresses the overall process of the combined selection, (ii) fires individual selection processes for each area, and (iii) tries to find the best overall combination of products. The local level uses existing COTS evaluation and selection techniques (e.g. OTSO [16] or PORE [4]) to select individual COTS that are combined at the global level.</td>
</tr>
</tbody>
</table>
| **Main Steps** | 1. Plan the global selection process and firing individual selection processes. (global level)  
2. Identify COTS products for individual areas. (local level)  
3. Identify global COTS integration scenarios; e.g. product A will cover area 1, while product B will cover area 2 and part of area 1. (global level)  
4. Evaluate individual scenarios at each individual area. (local level)  
5. Evaluate integration scenarios (global level).  
6. Select the COTS products. |
| **Eval. Str.** | Depends on the process used at the local level; e.g. progressive filtering, if PORE is used. |
| **Pros** | Support the selection of multiple COTS components in COTS intensive systems. |
| **Criticism** | 1. CS inherits the weaknesses of the method used at the local level.  
2. No formal models are presented to guide the integration process and identifying the conflicts between the selected COTS components. |

Table 14 The Storyboard Approach

<table>
<thead>
<tr>
<th>A13</th>
<th>Storyboard Approach (2002) [28]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main Idea</strong></td>
<td>Storyboard approach incorporates ‘use cases’ and ‘screen captures’ during the requirements engineering phase to help customers understand their requirements, and thus, acquire a more appropriate COTS that can be integrated with minimal customization.</td>
</tr>
</tbody>
</table>
| **Main Steps** | 1. Determine the requirements that can be satisfied by COTS products.  
2. Develop use-cases for the identified requirements.  
3. Identify and evaluate COTS products based on Steps 1 and 2  
4. Based on the use-cases in Step2, develop storyboard using screen captures. Screen captures can be taken from actual COTS products, or from a custom interface developed using e.g. JAVA. |
| **Eval. Str.** | Progressive filtering and Key-stoning. |
| **Pros** | 1. Provide a means to communicate requirements among stakeholders more clearly and concisely.  
2. Provide a means to manage users’ expectations.  
3. Support the selection of multiple COTS components in COTS intensive systems. |
| **Criticism** | 1. Non functional requirements are not addressed.  
2. No formal evaluation process is presented.  
3. Not clear how to handle possible conflicts between the COTS products integrated together; i.e. resource usage.  
4. **MISMATCHES.**  
5. **TS** | Not available. |
### Table 16 The WinWin Approach

<table>
<thead>
<tr>
<th>Main Idea</th>
<th>Eval. Str.</th>
<th>Criticism</th>
</tr>
</thead>
<tbody>
<tr>
<td>The WinWin spiral model is a risk-driven approach adapted from the classical software development spiral model [62]. WinWin follows an iterative process in which the requirements are acquired in parallel to evaluating the COTS products. WinWin emphasizes concurrent product identification and process refinement. A decision framework is used to provide guidance for the COTS-based development decisions, e.g. make-or-buy, COTS selection, GTS tailoring, glue-coding, etc.</td>
<td>Progressive filtering</td>
<td>Although multiple COTS selection is support, no detailed guidelines (or formal process) were defined to elaborate this issue. Although WinWin emphasizes the importance to address risks (including those related to COTS mismatches) during its spiral process, this was given as a set of high level guidelines. That is, there is no systematic process that can be applied to (i) identify the influence of these mismatches on the COTS selection decision, and (ii) handle the identified mismatches after selection.</td>
</tr>
<tr>
<td>WinWin uses five iterative steps, in which more stakeholders and OC&amp;P (Objectives, Constraints and Priorities) are identified in successive iterations, and more refinement of the process is applied: 1. Identify stakeholders, and system OC&amp;P 2. Evaluate products with respect to OC&amp;P, and address risks (e.g. related to customer support) 3. Elaborate product and process definition 4. Verify and validate product and process definition. 5. Stakeholders’ review and commitments.</td>
<td>Not available.</td>
<td>Not available.</td>
</tr>
</tbody>
</table>

### Table 17 The Approach by Erol et al.

<table>
<thead>
<tr>
<th>Main Idea</th>
<th>Eval. Str.</th>
<th>Criticism</th>
</tr>
</thead>
<tbody>
<tr>
<td>The approach by Erol et al. is an evaluation approach that supports selecting a COTS product from a finite set of products based on: (i) more than one objective and (ii) a set of quantitative (e.g. cost) and qualitative (e.g. linguistic variables) data. The approach uses fuzzy QFD (Quality Function Deployment) [63] to collect and quantify the qualitative data. Then, goal programming (a generalization of linear programming) is used to suggest near optimal solutions to the decision maker.</td>
<td>Not applicable</td>
<td>Do not address activities other than COTS evaluation. REQ-ASSUMPTION, Multi-COTS, MISMATCHES.</td>
</tr>
<tr>
<td>1. Acquire requirements and product information. 2. Transform qualitative data to quantitative data using fuzzy QFD. 3. Construct a multi-objective model for objectives: (i) maximize customer value, and (ii) minimize cost. 4. Solve the model several times with slightly different parameter values to get multiple feasible solutions from which the decision maker can choose one solution.</td>
<td>Not available.</td>
<td>Not available.</td>
</tr>
</tbody>
</table>

### Table 18 The DesCOTS system

<table>
<thead>
<tr>
<th>Main Idea</th>
<th>Eval. Str.</th>
<th>Criticism</th>
</tr>
</thead>
<tbody>
<tr>
<td>DesCOTS ((Description, evaluation and selection of COTS components) system includes a set of tools that can be used to evaluated COTS products based on quality models such as ISO/IEC9126 [13]. DesCOTS is built on the work proposed in [11].</td>
<td>Progressive filtering</td>
<td>Multi-COTS, MISMATCHES.</td>
</tr>
<tr>
<td>DesCOTS follows the GCS process and uses the following steps to define the evaluation criteria: 1. From ISO/IEC9126, determine the quality characteristics and subcharacteristics that will be used. 2. Refine the subcharacteristics as needed, e.g. ‘suitability’ to basic suitability, and added suitability. 3. Refine subcharacteristics into measurable attributes. 4. Define attributes to basic ones; e.g. GUI quality to user friendliness, depth of menus, etc. 5. Identify relationships between quality entities. 6. Determine metrics for attributes.</td>
<td>Detailed method to define the evaluation criteria. Considers quality characteristics. Can be adapted to many domains.</td>
<td>Yes</td>
</tr>
</tbody>
</table>

### Table 19 The MiHOS Approach

<table>
<thead>
<tr>
<th>Main Idea</th>
<th>Eval. Str.</th>
<th>Criticism</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIHOS (Mismatch-Handling aware COTS Selection) focuses on handling the mismatches between COTS candidates and the requirements. MIHOS firstly provides guidelines to handle the mismatches that are detected during the COTS selection process, and secondly uses decision support techniques to (i) study the cost of resolving these mismatches on the COTS selection decision, and (ii) support handling the mismatches of the selected COTS product.</td>
<td>Keystone identification / Progressive filtering</td>
<td>MIHOS has two components: the “COTS selection” component which follows exactly the GCS process, and the “mismatch handling” component which is divided into two parts: Part1 (of mismatch handling component): 1.1 Analyze the detected mismatch 1.2 Decide whether the mismatch should be tolerated or resolved by (i) adjusting the requirements, or by (ii) adjusting the COTS product. If (ii) is chosen, then the mismatch is postponed until a COTS is selected. Part2 (of the mismatch handling component): 2.1 Modeling: define problem parameters, e.g. available resources for resolving the mismatches of the selected COTS product, the possible techniques to resolve each mismatch, cost of each technique, etc. 2.2 Exploration: use optimization techniques to fine optimal or near optimal solutions. 2.3 Consolidation: experts should review the results and either accept one solution or adjust the problem parameters in (2.1) and run the model again.</td>
</tr>
</tbody>
</table>
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Abstract

Web technologies are gaining increased importance in automation control systems, especially in slow control systems. Alternatively, the requirements to exchange the complex data between the cooperating applications and the applications-based non-Microsoft Platforms are widely increasing in the industrial systems. The applications-based OPC (OLE for Process Control) technique to exchange data between the measurement and control systems on plant floor with XML leverages are proposed in the OPC XML DA (Data Access) Specification. Moreover, we are expecting a system that allows easily aggregating the existing productions and maintenance managements with new products as frameworks. This system also allows exchanging the data between collaborating applications in horizon. Besides, the high performance and the ability to read and decode any type of the data from measurement and control systems are important factors in the application design. This paper introduces new control system aspects that are used for the design of slow control systems. In general, they are based on the OPC and XML technologies. Main aspects are the throughout of standards for interfaces, functionalities and architectures. To guarantee the security problems in system, this paper also discusses the levels of the security in automation and control systems. These discussions provide more security solutions for technical-level readers.
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1. Introduction

Web technologies have been adopted not only in the e-business but also in the automation and control systems, especially in slow control systems. In addition, XML is an open standard that provides interoperability and data integration using Internet. It also is the preferred format for encoding and moving structured data in the independent system. XML and Internet technologies provide new and powerful ways to assessing and delivering plant floor, condition monitoring, e-diagnostic to users across manufacturing enterprise using standard Web-browsers and wireless devices [1]. Therefore, OPC Foundation formed the OPC XML-DA technical working group to define a new specification to move the same type of plant floor data as the existing OPC COM-DA. The OPC XML-DA provides vertical integration between the plant floor and condition monitoring system, maintenance system, and enterprise application using such as industrial standards, XML, and SOAP (Simple Object Access Protocol) [2], [3]. Additionally, OPC Foundation has defined the OPC Complex Data for implementing both the OPC DA and XML-DA. The OPC Complex Data [4] working group is making enhancements to OPC specifications based on requirements and feedback from other industry groups to address additional data types such as structures, binary, XML, etc. The design and implementation of the XML-DA Server that allows OPC Clients to read and decode any type of data from hardware I/O devices (i.e. measurement and control systems) are represented in [2]. Another aspect mentioned in [5], the authors proposed a data exchange protocol based on OPC XML-DA. This protocol has focused on the acceptable performance by providing several extensions. It was interested in the consistency with high level standards, multi-platform compatibility, and high performance.

However, the requirements to convert data between XML representation and OPC binary representation make it to determine the required size of the memory buffer to hold the whole data. Moreover, the only fast possibility to transmit large amount of data is to use binary representation rather than XML representation. In addition, different platforms even different compilers of the same platform use different binary
representations such as different floating point formats, different string formats, etc [4], [6]. Therefore, some universal standards should be chosen to transport data between different platforms. Besides these problems, the OPC XML-DA has a big disadvantage that uses XML textual data representation. This causes much more network traffic to transfer data [6]. Thus, the OPC XML-DA improvements that are to reach an acceptable system performance are required. Moreover, with XML-DA leverages, it requires to aggregate the thousands of existing OPC COM-DA products use in today into a system that supports to exchange data between OPC Servers. This system should be configured by using remote clients through the Internet.

This paper proposes new control system aspects for slow control systems that are based on OPC and XML technologies. These design aspects include interfaces, functionalities, and architectures. This system allows aggregating the thousands of existing OPC COM-DA products use in today with XML-DA Servers into a system for supporting the horizontal data exchange between them. The security aspects are also discussed.

This paper is organized as following sections: The next section shows the model of Web integration, overviews of related OPC techniques, and the problem statements. Section 3 proposes the framework for design and implementation of the Universal DA Server using in slow automation and control systems. Section 4 investigates the database connection and data representation between Universal DA Server and OPC Clients with results of benchmarks. In Section 5, the security aspects are discussed. Finally, we mark some summaries and future works in Section 6.

2. Background and Problem Statements

Continuously, we show the model of web integration in Section 2.1. And, we then represent the overviews of OPC techniques, which are used in automation and control systems, in Section 2.2. Finally, the problem statements are discussed in Section 2.3.

2.1. Model of Web Integration

A general architecture of Web integration consisting of three layers is shown in Fig. 1 [7]. The lower layer provides information from automation devices to controller level of an automation system. The upper layer is based on standard IT technologies such as Client-Server model, using Web Server as data source and Web browsers as clients. The middle layer contains the functionalities of business logic and performs as an application gateway between the upper clients and lower automation systems. The Web Server can be used to assign information from the automation and control systems to object models that can be accessed via COM/DCOM (Distributed Component Object Model). The most important problem is the clear data mapping between data and Web application. The data have different types and different semantic meaning. Using Web technologies for slow control systems, it means integrating a multitude of different technologies.

2.2. Overview of Related OPC Techniques

OPC Foundation, formed in 1996, is independence, non-profit, industry trade association comprised of more than 300 leading automation suppliers worldwide. This section provides some overviews of related OPC technologies. Firstly, OPC DA [8] based on COM/DCOM. This specification defines a set of standard COM objects, methods, and properties that specifically address interoperability requirements for factory automation, process control and condition monitoring applications, etc. The OPC DA leverages DCOM allowing the Client-Server applications to access plant floor via an Ethernet network distributed across the manufacturing enterprise. But, OPC DA applications are only compatible with cooperating applications-based Microsoft Platforms. Secondly, OPC XML-DA [3] defines a new specification to move the same type of plant floor data as existing OPC DA COM-based products. This provides vertical integration between the plant floor and condition, monitoring, maintenance, etc. using XML, HTTP, and SOAP industry standards. The OPC XML-DA provides better connectivity and interoperability for production management and enterprise applications such as MES, ERP, CMMS, EAM, and plant optimization that need to access to the plant floor data. In addition, it is complementary with products based on existing OPC DA Specification. It was specifically designed to allow existing OPC DA COM-based products to be wrapped by the OPC XML-DA interfaces and in effect support both interface from the same OPC Server. It is as a standard Web Service
interface for reading and writing data from and to plant floor automation systems [3]. The OPC DA and XML-DA provide plant floor to manufacturing enterprise integration as shown in Fig. 2. Thirdly, OPC Complex Data [4] initiative will provide a full way for the OPC Clients to read and decode any type of data from hardware I/O devices on the plant floor. Complex data mean that an OPC Item is defined as a structure. The item includes read-only information, run-time status, and writeable control points. Actually, the complex data contain complex data items that can include non-structured items, structure items, XML data, OPC binary, etc [4]. The OPC Complex Data specification defined two type systems that provide this level of capability, XML Schema and OPC Binary. Finally, OPC DX (Data eXchange) [12] has well-defined objects that are based on OPC COM-DA and XML-DA objects. The OPC DX addresses the simple mechanism for moving data between source and target (i.e. destination). It sets out the rules associated with the when, what and how of moving the data between end points. Moreover, it defines for dealing with exception conditions, the value to be written to the target or maintained at the target when good data are not available from the source. The OPC DX adds some key extensions by leveraging the OPC DA and OPC XML-DA standards to exchange data horizontally between peer level OPC applications. The OPC DX extents data access to enable server-to-server data exchange during run-time, independent of the real-time applications that support by Ethernet networks [13].

2.3. Problem Statements

As a big step for process control, the OPC Foundation created a new XML-DA to allow wrapping existing OPC DA that is widely successful standard based on COM/DCOM. Thus, PLC (Programmable Logic Control), DCS (Distributed Control System), HMI (Human Machine Interface) and other factory-floor software vendors use the OPC standards to compatibility and interoperability. OPC XML-DA solution provides more advantages that have been represented in Section 2.2. However, the OPC XML-DA has a big disadvantage that is to use XML data representation [3], [6]. XML data representation causes much more network traffic to transfer data. Moreover, data alignments are often required transport data in native representation. The OPC Complex Data based on using XML presentation that also requires big amount of memory and high intensity of memory management operations. In addition more CPU resources for transformation between native data representation and XML are required [9]. A further issue is the present unavailability of XML versions of OPC HDA (Historical Data Access) [10] and OPC AE (Alarms and Events) Specifications [11] that are typically required in scientific experiments. In [2], the authors provided the design and implementation of OPC XML-DA Server that allows OPC Clients to read and decode any type of data from measurements and control systems. However, they have not provided any the evaluation of performances. Additionally, the OPC XML-DA requires XML messages to be very descriptive about the data being transferred. For example, instead of “0.555” the record 

```xml
<value xsi:type = “xsd:float”>0.555</value>
```

is sent, that means the bandwidth is increased about 6 times or even more [6]. Besides these problems, the requirements to convert the data between XML representation and OPC binary representation make it to determine the required size of the memory buffer to hold the whole data. Additionally, the only fast possibility to transmit large amount of data is to use binary representation rather than XML representation. However, different platforms even different compilers of the same platform use different binary representation such as different floating formats, different string formats, etc. In addition, we need to aggregate a thousand of the existing OPC COM-DA products use in today with OPC XML-DA products into a distributed data acquisition and control system that can exchange horizontally data between COM-DA and XML-DA Servers. Another requirement is to allow OPC Clients to access to both the COM-DA and XML-DA Servers.

3. Framework for Design and Implementation

This section, we present a framework for design and implementation of Universal DA Server. This system allows aggregating the existing OPC COM-DA Servers and OPC XML-DA Servers to horizontally exchange data between them. The Universal DA Server is based on the OPC DX Specification.
3.1. The System Aspect Design

As we mentioned in Section 2, the OPC XML-DA was specially designed to allow existing OPC DA COM-based products to be wrapped by the OPC XML-DA interfaces. In addition, we expect a Gateway application for the OPC DA Servers, OPC XML-DA Servers, and other Gateways that Gateway provides a sound base for new applications and an easy migration path for the thousands of OPC DA products in use today. Therefore, we need a Universal DA Server based on OPC DX Specification that can allow integrating the DA Servers, XML-DA Servers, and Gateways to exchange data between them and also to allow accessing from the XML-DA Clients. The roles of the Universal DA Server are shown in Fig. 3. The Universal DA Server provides methods to allow XML-DA Clients to access to both the OPC DA and XML-DA Servers. Moreover, it is flexible to configure the access rights such as write-only, read-only, and read-write from the configuration client (i.e., remote client).

As shown in Fig. 3, multiple OPC DA and OPC XML-DA Servers can be configured as data sources. Data from source servers are handled according to the OPC DX standards. Using configuration client, we can configure the Universal DA Server to allow OPC XML-DA Clients to write data to the OPC Source Servers. The OPC complex data items of all configured server are mapped into the Universal DA Server address space. As in [2], the OPC XML-DA Server allows the OPC Clients to read and decode any type of data from hardware I/O devices. To implement the OPC DA Server supporting the complex data to allow the OPC Clients can read and decode any type from the hardware I/O devices, we design and implement OPC DA Server for supporting the complex data. Corresponding to our discussion, we also design and implement the Universal DA Server that can support the OPC Complex Data Specification. Hence, the Universal DA Server not only solves the problems to aggregate the OPC DA and OPC XML-DA Servers, but also permits the OPC Clients to read and decode any type of data from the hardware I/O devices. The DX Server is responsible for managing the data flow on a DX Connections from source to target. In general, it subscribes to data from the source and copies it to the target when it is received. The flow diagram of updating data to target items is shown in Fig. 4.

3.2. The Module Design

Universal DA Server can access to multiple OPC DA and OPC XML-DA Servers and it can be dynamically configured according to the OPC DX

![Fig. 3. A model of distributed data acquisition and control systems](image)

![Fig. 4. The flow diagram of updating data to target items](image)

Specification. The OPC Items of all configured OPC Servers are mapped into single address space that can be structured in any suitable way. Both read and write accesses are supported by the Universal DA Server. The design of the Universal DA Server to support multiple OPC Servers is shown in Fig. 5.

As discussed in Section 2.3, the **Universal DA Server** aggregates the multiple OPC DA and OPC XML-DA Servers as data sources that allow exchanging the data between them. The data are acquired from the source server depends on the type of the source servers such as OPC DA, OPC XML-DA. In general, the mechanism is referred to as a Subscription. Subscribing to the data is supported by **Callback** in COM-DA and by the **Subscribe** service in XML-DA.
COM-DA, the Universal DA Server creates one or more groups for each source server. With defined groups, the Universal DA Server adds data items to them to indicate the source server which items to access. In XML-DA, the Universal DA Server uses Subscribe and SubscriptionPooledRefresh services to acquire source data. The Subscribe service allows the clients to define a single operation, a set of items for source server to access. As shown in Fig. 5, the Universal DA Server consists of three components that allow exchanging the data. The COMModule exposes OPC DA-interface and DX-configuration interface implemented as a COM-interface. The SOAPModule handles SOAP requests and exposes both the OPC XML-DA interface and the DX configuration interface by using WSDL (Web Services Description Language) [14]. The DXModule contains major parts of the DX Server functionality and it marshals data to and from the OPC Servers. The DXModule can create new connections, remove connections, and modify the status of each connection. The Universal DA Server is required that DX-Connections can be modified and controlled by using SOAP and COM Clients simultaneously. Consequently, it requires solving the inconsistencies and synchronization problems.

The design of the modules for the Universal DA Server to aggregate multiple OPC COM-DA and XML-DA Servers into the system that can exchange data between COM-DA Servers and XML-DA Servers is shown in Fig. 6. To support OPC Clients to read and decode any type of complex data from hardware I/O devices, OPCComplexData class is used in the Universal DA Server. This class provides the methods to represent and convert the complex data that complex data types are defined as dictionaries. Thus data types are described and presented by using XML schema. Besides the combination of multiple COM-DA and XML-DA Servers, the Universal DA Server based on OPC DX Specification that provides a means to exchange the data between the COM-DA and XML-DA Servers. As shown in Fig. 6, the COMSOAP-Exchange class aggregates the COMModule and SOAPModule, and it is used by the DXModule class. This class handles the SOAP requests from OPC XML-DA Clients by using WSDL. It exchanges data between the OPC COM-DA and XML-DA Servers. Thus for all active DX Connections, the DXModule keeps up volatile run-time objects as well. To marshal data the DXModule is responsible for updating necessary status items that are associated with each DX Connection. These status items can be used to observe the current state of the connection and data flow. The status connection information changes constantly during the runtime data exchange. To continuously describe these modules, we represent the class design of these modules, COMModule and SOAPModule as shown in Fig. 7. These modules provide a means and methods for processing the COM objects or SOAP objects depending on the OPC Clients (i.e., either COM-DA Clients or XML-DA Clients). The SOAPModule is used not only for the XML-DA, but also for existing COM-DA by using wrapper. Therefore, this module is composed of the NET-XMLWrapper and COMDAWrapper class. The OPCDACache that provides a means to solve the large control network problems is aggregated in the COMModule class.

As aforementioned, the Universal DA Server that supports not only to exchange data between OPC Servers, but also to allow the XML-DA Clients to access to both the COM-DA and XML-DA Servers is based on the OPC DX Specification. Especially our system is designed as a Web Service, which allows the clients running on Microsoft Platforms and non-Microsoft Platforms to access by using the XML leverages. Moreover, the data are converted and represented as binary data representation that provides
a means to effectively utilize the memory, resources, and bandwidth of the systems.

3.3. XML based Description Model

Application-based framework for industrial system relies on an XML based set of interface descriptions. These descriptions represent interaction schemas between specific applications and specific contexts. Conversations between the schemas are according to transformation rules. The application framework used content model to request data source and data formats for the values that have to be read out of the factory communication systems and their components. Since the XML schemas contain information on the data types, value ranges, display information, access paths, parameters, etc. The application can determine and represent values and related information on the client-side. Therefore, using the WSDL files we can construct a standard XML-based application. The XML-based content model [15] consists of a distributed set of XML files, schemas, and transformation rules. In order to prevent the multi-definitions, the files are linked together. As discussed, the Universal DA Server can be configured by configuration clients with use of XML schema or WSDL files. This feature guarantees the flexibility and effect of our system.

3.4. Evaluations of Universal DA Server

According to our design and implementation, the Universal DA Server provides a full way to combine more than thousand of the existing OPC DA with the OPC XML-DA Servers and to exchange the data between them. It allows the OPC XML-DA Clients to read and write the structured data to both the OPC DA and OPC XML-DA Servers. The important ability is to be able to make such server deployments that allow porting Web Service part for non-Window Platforms also, particularly to Linux. The Universal DA Server also ensures the OPC COM-based DA components that have already been developed and tested to be reused as effectively as possible. Besides, the Universal DA Server provides an opportunity to configure and monitor connections simultaneously using Web Service interface and COM interface. In fact, this feature is used for Window Platforms. In brief, the design of Universal DA Server guarantees the portability, component reuse, system extension abilities, and performance of data exchange.

4. Database Connection and Representation

The evaluations of binary data representation are exposed in Section 4.1. XML Libraries comparisons are then discussed in Section 4.2. In Section 4.3, we represent the database connection between Universal DA Server and database for open issues.

4.1. Binary Data Representation

As we mentioned in Section 2.3, the only fast possibility to transmit the large amounts of data is to use binary data representation rather than XML data representation. In addition, different platforms and even different compilers of the same platform use different binary representations such as different bytes order for representing multi-byte data, different floating point formats, etc. Thus, universal standards should be chosen to transport data between different platforms. Therefore, we must investigate and compare the current available binary encoding standards. The fundamental approach to solve the bandwidth problem is using binary data representation, which is integrated into XML such as BXML [16], BXSA [17], etc. Several proposals are available to satisfy these conditions such as SOAP message [18] with attachment or the HTTP message using XLink (XML Linking Language) [19]. The Universal DA Server will respond the XML-DA Clients with SOAP message with all the data replaced by XLink references. To incorporate binary data into SOAP message, the WS-Attachment [20] technology is used. In addition, XLink is used to link different parts of compound message together. Addressing of multi-groups can be done in XLink.

4.2. XML Libraries Comparison

When design and implementation of an application system, we have to solve existing problems of weak ground. If there is new software available made by different manufacturers, the best thing to do are benchmarks. To achieve a better basic for a decision to select the best XML library, several benchmarks ware performed to evaluate present XML libraries. There are many available XML library benchmarking projects such as XMark [21], XML Benchmark [22], SAX Parser Benchmark [23], etc. However, they are not very well applicable for OPC XML-DA. In addition,
they tested only one or two aspects of XML processing, with some predefined sequences of XML data. To provide fast and reliable OPC XML-DA or Universal DA Server solution, a fast multiplatform XML toolkit is required to process different types of XML files at high speed. Also, we have to investigate some supports including XML-binary Optimized Packing [24], XML Encryption [25], XML Signature [26, 27], XML Transformation [28], and some other. The benchmark results of five different libraries are shown in Fig. 8 [29]. On some platforms, multiple compilers are available and should be compared, since the performances of the XML libraries are very important for the overall system performances. The performance tests can be divided into the following phases of XML processing such as schema validation, XSL Transformation, XML Security, etc. As shown in Fig. 8, the LibXML is effectively high performance and it is selected to apply to our system.

4.3. Connection between Universal DA Server and Database

To provide an open and flexible system for implementing and aggregating the OPC HDA [10] into our system, the connection between Universal DA Server and Database is investigated and provided. Standard SQL (Structure Query Language) as basic query language for database searches in many cases is not efficient. Consequently, each database has its own extension to SQL such as PL/SQL for Oracle, PL/pgSQL for PostgreSQL. However, with each SQL solution is not independent platform. In fact, we expect to achieve the solution with independent platform by using XQuery. But in large applications the XQuery is still too slow and too memory consuming as shown in Fig. 9 [6]. When Universal DA Server is defined as a Web Server and supports to store and exchange the data from Web Server to the OPC Clients, it should be designed for expanding the connection between the Universal DA Server and Database. To build a full system-based OPC techniques, we will investigate the ability to extend and integrate our system when adding new OPC Specifications or combining the existent OPC Specifications. However, the situation of XQuery will change rapidly in near future due to efforts put into the further development of XML.

5. Security Aspects

The security is very important position in application when using both Ethernet and Internet. In order to achieve required security criteria, the concepts and solutions developed for General IT system have to be applied. Appropriate technologies like encryption, SSL (Secure Socket Layer) technology, HTTP-S (Secure HTTP), certificates and digital signature should be used. The solution for our system has to guarantee the security to both COM-DA and XML-DA. In addition, the described solutions of bandwidth problems raise new problems that are security problems. In the standard cases, the HTTP-S can be used to protect data. However, for multicasting data connections HTTP-S is not available and some other mechanisms must be used. A proposal is to use an authentication server that will use SSL private/public keys for authorization and generate symmetric session keys. Moreover, it also proposed to use the internal XML security approach for the control connections instead of the HTTP-S protocol, being described in XML Encryption [25], XML Signature specifications [26, 27], and XML Decryption [30]. The XML distributed signature approach is represented in [31]. This solution is really optimal to reduce the data transfer between servers and clients, and ensures thin clients. With COM-DA, the security based on DCOM Security that distinguished between connection security, per call security, and per packet security is exposed in [32, 33]. Another aspect, the security concepts with two sections, one for Intra/Internet and one for the field level are proposed in [34]. As we already discussed, the security in our system has to ensure to guarantee for both Ethernet and Internet. Moreover, there are no currently authentication protocol designs for the factory IT environments that require security as well as effectively.
6. Conclusions

In this paper, we have already introduced the design and implementation of modern distributed acquisition data and slow control systems based on OPC techniques. Our system allows the existing OPC COM-based DA and OPC XML-DA to aggregate into a system that permits to exchange complex data between OPC Servers (e.g., DA Servers, XML-DA Servers) also, the OPC Servers and Clients. This is a solution to provide a sound base for new applications and an easy migration path for the thousands of OPC DA products in use today. To overcome the performance limitations of XML representation, we have proposed to use the binary data representation in the Universal DA Server. Besides, we have investigated and compared the XML Libraries to choose XML technology as a candidate in our system. And the LibXML should be used to resolve the system requirements (e.g., any platform, acceptable performance, etc.). Moreover, our system can run on Window Platforms and non-Window Platforms, particularly to Linux. To configure the Universal DA Server, we can use remote clients that really ensure flexibility and optimization of the system. In addition, the security aspects are discussed in our works. These aspects provide seamless security solutions in big systems that are communicated by using the Ethernet and Internet environments. They also provide more security information for technical-level readers.

7. Acknowledgment

The authors would like to thank the NARC (Network based Automation Research Center) Center of University of Ulsan for its technical and financial support for our work described in this paper.

References

Node-Oriented Modeling and Simulation of IP Networks

Nanjun Li
Hasso Plattner Institute at University of Potsdam
Potsdam, 14482, Germany
Nanjun.Li@hpi.uni-potsdam.de

Abstract

IP networks consist of autonomous nodes that perform routers’ and hosts’ functionalities. Based on this fact, this paper proposes a node-oriented IP network model and a new packet-level and stochastic discrete event-driven simulator – Visualized IP Network Simulator. The XML is used to encode node and network topology for scenario. Each individual node is completely autonomous and has its own built-in routing table, queue and service routines. They are distributed in different domains.

With respect to the real network addressing and subnetting schemes, VINS enables large-scaled network simulation with complex topology, big node population and crossed IP packet flows. New evaluation methodology emerges in its runtime system report, calculating the performance on node, flow and network levels, providing a better insight into the IP networks.

1. Introduction

An appropriate model helps people study the real systems, build up simulations, find problems and seek solutions. Modeling IP networks is to abstract the key properties from the real ones. Among existing IP network models and simulators, there are a number of drawbacks. For example, in NS-2 [1], the queues are wrongly put on the links, which should have been setup within the nodes. The simulation based on this model prevents people from calculating the nodes’ performance. In addition, the network addressing schemes is not proper, so the multi-domain simulation is difficult. These drawbacks have been recognized (e.g., [2]), and a better simulator might be expected.

This paper starts with a brief review over some well-known simulators, their approaches and problems, and proposes a new model for IP network simulation. With this model a new simulation tool – Visualized IP Network Simulator (VINS) is implemented. We will introduce its design, the encoding methods in building up scenarios and the evaluation methodology. An example is made to demonstrate VINS’ strength, features and the new insight it can provide.

2. Background and Aims

Simulation of full-functional TCP/IP network is very difficult. There is a number of existing network simulators using different abstractions / approaches with advantages and disadvantages. NS-2 [1] and REAL [3] are designed in the early stage using a traditional approach constructing simulation scenarios with both nodes and links (“lines” in REAL). The link is improperly associated with a queue, queue-limits, bandwidth etc., which should have been associated with each individual node.

OPNET Modeler [4] is a commercial product, using a series of related editors to build scenarios. Users can assign the nodes and applications with very specific attributes than with NS-2. Its problems might be: the building up of scenario is time consuming; the internal simulative process is not visible.

OMNeT++ [5] is a free, relative new network simulator. Its scenarios are built with modules that are integrated with a FreeBSD kernel, thus avoid the implementation of TCP/IP simulation core; the inter-domain simulation issue was partially solved [6]. In comparison with the earlier ones, its simulative result might be more valid. However, the tight integration with a single FreeBSD kernel made it not flexible to run heterogeneous protocols; calculation on individual node can hardly be made; the scenario topology of is still limited.

As a new network simulator, VINS is based on the classical queuing theory (e.g. [7]), designed and developed with a set of distinctive aims: its model shall be close to the real networks; its simulation core follows the 4.4BSD kernel [8]; the simulative results must be consistent and traceable on every node and application; it must support large-scale network simulation and be able to run heterogeneous protocols; it shall be extensible for continuous...
development; it shall be “visualized”, which could bring a consistent big picture for the users who are doing network modeling, teaching and research.

3. Modeling IP Networks

Not only an IP network is an autonomous system (AS), but also is each individual node. An individual node has its own built-in routing table, queues and service routines. It routing table defines its connectivity relationship with other nodes, which is a part of network topology. Queues are used to store packets (can be viewed as service request) that cannot be served immediately; in 4.4BSD, it refers to the “Interface Queue”, with a capacity ifq_maxlen default to 50 [8].The service routines, includes a forwarding engine and packets time-to-live (TTL) control. TTL will be decremented on the node, and over-aged packets will be discarded. We may take a survey on a software router based on BSD [8] system. A behavioral diagram is made with Petri-net [9], shown in Figure 1:

![Node Behavior Diagram](image1)

The $X_i$ denotes the “mean service time” within the node. A packet’s service time is counted as the duration since it is dequeued to its departure. The actual service time for a packet is stochastic, which depends on the CPU’s random access and the routing table size, algorithms and so forth. We assume this process takes a certain probability density function (PDF).

The admission control will drop the incoming packets if the queue is full and the lost counter on this node shall be incremented (drop-tail). There are also other queue management technologies such as Random Early Detection (RED) [10].

An IP packet records its source and destination addresses, while a node’s routing table only enlists its neighbors that may not contain the destination. So the node can only forward the packet to the most hopeful one that might move the packet to the destination. This job is done by the forwarding engine and requires global agreements on addressing and subnetting schemes. Today’s Internet address is 32-bit long (IP v4), prefixed with a network identifier (for both Classful [11] and CIDR networks [12], Figure 2). In a Classful network, a class C router with IP address 12.34.56.78 has a 24-bit long network identifier (12.34.56.xx) with mask 255.255.255.0.

1) A class C address 12.34.56.78

![Classful Addressing](image2)

2) A CIDR /28 address 12.34.56.78

![CIDR Addressing](image3)

Figure 2 Internet Addressing Schemes

Classful networking is not flexible enough in the real world: e.g., to build a local area network (LAN) consisting of 15 hosts, a class C address is required as the gateway, which can actually handle 255 hosts. So class C addresses had been nearly used out in the early 1990’s and CIDR networking was invented, in which the 8-bit class was dissolved and replaced with bit-width subnetting scheme. In CIDR’s solution, a LAN with 15 hosts only needs to apply for a “/28” CIDR block, with mask 255.255.255.240.

Classful subnetting / addressing scheme is adopted in VINS since it is enough for simulation. Figure 2 presents the forwarding algorithm:

![VINS Forwarding Engine](image4)
Routers perform Longest Prefixes Match (LPM, [13]) to find the best matching node from its routing tables; if there is no exact or subnet border node to match the packet’s network prefix, it may take the Open Shortest Path First (OSPF, [13]) algorithm to find a closest peer-class neighbor to forward; and if it has no peer-class neighbor, it may pass it to a super-class node who is not in its super-domain (to avoid packet bounce-back), or simply discard it.

With the models and discussion above, a scenario of IP networks can be built as shown in Figure 4, which consists of 10 nodes distributing in 4 domains (including a super one: 12.34.xx.xx):

![Figure 4 A “Large-Scaled” IP Network Scenario](image)

This model can be termed as **Node-Oriented**, with respect that the service on IP Layer takes place within the nodes (routers and hosts). Meantime, the physical transmission service is provided by “transport server”, which is a unit between each two nodes, denoted as an active component assigned with a transport service time.

### 4. Encoding Nodes for Scenario

To simulate IP networks we have to encode the autonomous nodes in meaningful structures that both human and simulator can understand. The eXtensible Markup Language (XML, [14]) is selected as the encoding language. A number of node’s properties are selected for the simulation, as defined, abbreviated and denoted in the following:

**Name** is used to identify a node, which should be a string in standard ASCII codes. The name of a node shall not be duplicated in the same scenario, because in VINS a node’s routing table records the neighboring nodes by names.

**Address** specifies a node IP address in dotted-quad format, e.g., 12.34.56.78. As well, the IP address shall not be duplicated in the same scenario.

**Type** specifies the type of a node. VINS currently supports 5 types of node with enumerable values: {CONSUMER, SUPPLIER, HOST, CLASS_C, CLASS_B, CLASS_A}

A HOST performs full functionalities as a leaf-node in the IP networks, where applications can mount on and bind to a certain port. This makes VINS extensible for future development including the transport layer simulation (TCP and UDP). For convenience, 2 special types of HOST node are designed to generate IP packet flows: 1) CONSUMER simply receives and discards arrival packets; 2) SUPPLIER simply produces packets destined to a CONSUMER.

A node with CLASS simulates the router in the IP networks. It queues incoming IP packets from unknown nodes and provides services, including routing, TTL decrementing and relaying them to its neighbors, in hope to move these packets to their destinations (leaf-node).

Table 1 maps VINS node types to real network address classes and CIDR prefixes:

<table>
<thead>
<tr>
<th>VINS Node Type</th>
<th>Network Bits</th>
<th>Host Bits</th>
<th>Address Class</th>
<th>CIDR Block Prefix</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLASS_A</td>
<td>8</td>
<td>24</td>
<td>A</td>
<td>/1 - /31</td>
</tr>
<tr>
<td>CLASS_B</td>
<td>16</td>
<td>16</td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>CLASS_C</td>
<td>24</td>
<td>8</td>
<td>C</td>
<td></td>
</tr>
<tr>
<td>HOST</td>
<td>32 bits</td>
<td>0</td>
<td>Host</td>
<td>/32</td>
</tr>
<tr>
<td>SUPPLIER</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CONSUMER</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Pos** records the screen position of a node, specified with two decimal numbers. User can change the layout of nodes as they prefer.

**Cap.** defines the capacity of the queue of a node, limiting the maximum numbers of packets in the queue. When the queue is full, new arriving packets will be dropped.

**X** is the mean service time, an attribute of a node’s service routine. In a real router it is relevant to the length of its routing table, algorithms, CPU speed and
etc. It is the average time that a node takes (unit: millisecond) in a packet service.

**Dev** is the deviation factor, an attribute of a node’s service routine. This factor is used in the transformation from normalized distributed random numbers to non-normalized ones for each individual node, to differentiate their characteristics in service.

**PDF** is the abbreviation of Probability Density Function, an attribute of the service routine identifying the service time distribution. Currently two options are supported: Uniform and Gaussian distributions: \{GAUSSIAN, UNIFORM\}. X, Dev and PDF are used together in the transformation calculation.

**RtTab** encodes the routing table (in BSD’s context, [8]) of a node by recording the names of its neighboring nodes. A node can only relay packets to one of the node enlisted in its RtTab. Currently VINS does not support multicasting or broadcasting.

Since the transport service time in the Physical Layer between two nodes is always considerable, users are recommended to use expressions to denote this time, for example:

```
<RtTab>A|10,B|15,C|20</RtTab>
```

It means the transport service time to node A takes 10 ms, to B takes 15 ms and to C takes 20 ms. Thus they will be counted in simulation.

Further, the link between two nodes can be either duplex if two nodes mutually enlist each other in their routing tables; or simplex, if one enlists the other’s name while the other does not.

**Destination** is the name of a CONSUMER. It is assigned as an attribute of a SUPPLIER, which generates packets and stamps their destination.

Figure 5 presents a segment of scenario code in XML as an example:

```
...<Node>
  <Name>D</Name><Address>12.34.77.1</Address>
  <Type>CLASS_C</Type><Pos>830,741</Pos><Capacity>30</Capacity><Mean>44</Mean><Dev>61.200</Dev><PDF>GAUSSIAN</PDF>
  <RtTab>G|1,E|3,F|2,N|10</RtTab>
</Node>
...
```

Figure 5 Code Segment of VINS Scenario

The IP packets are simulated with structured entities – IPSgmt. It is very close to the real ones that defined in BSD, shown in Figure 6:

```
struct IPSgmt
{
  unsigned long src, dest; // 32bit addr
  long ttl; // time-to-live
  struct ProtoHeader
  {
    int ProtoId; // TCP, UDP etc.
    unsigned int srcport, destport;
    ...
  } prthdr;
};
```

Figure 6 Data Structure for IPSgmt

When a SUPPLIER creates a new packet, it fills the source and destination address fields src and dest, stamps the initial TTL and protocol header (for VINS’ applications).

5. VINS Design and Implementation

VINS is a WIN32 application. Its software is designed with UML design patterns [15] and implemented with C++. The simulation core and other utilities are separated in source code, which made VINS easy to be ported onto other platforms.

There are four major components comprising VINS:
- XML-interpreter
- Scenario-manager
- Graphical User Interface (GUI)
- Random Value Generator (RVG)

The system architecture can be presented with a block diagram [9], as in Figure 7.
The **XML-interpreter** reads the scenario files (*.xml) from the hard disk, decodes the data and passes them to the Node-manager.

The **Scenario-manager** verifies if the scenario is ill-constructed and generates the software objects for simulation if no error is found. The simulation cannot be performed if one of the following cases in a scenario file is detected:

- Duplicated names;
- Duplicated IP addresses;
- Node references (in RtTab or Destination) that do not exist.

Scenario-manager keeps silent if no error is detected and enables the “Start” button for simulation. Otherwise, it will pop up a warning box listing all errors found.

The GUI of VINS is implemented with Microsoft Foundation Classes (MFC, [16]). Besides a user control panel, it provides an animation area where to visualize the simulation including the network topology, nodes’ runtime activities, states of queues and some statistical data.

The service time for each individual packet at time \( t \) is stochastic and denoted as \( X_i(t) \), which is the time this node shall sleep for simulation.

However, the generation of pseudo-random values by the computers is a complex process which takes unpredictable time and may influences the accuracy of timing and statistics, e.g., the Box-Muller Transformation [17]. A solution is to split off a process to pre-generate the normalized random numbers and push them into different stacks as PDF offers: {GAUSSIAN, UNIFORM}. When a node requires a random number, it simply pops one up from a stack. This mechanism is implemented with **Random Value Generator** (RVG). Thus the calculation of \( X_i(t) \) needs only a linear transformation:

\[
X_i(t) = X_i + \text{Dev}_i \cdot \text{rand}(t, PDF_i) \tag{1}
\]

\( X_i \) is the mean service time on node \( i \); \( \text{Dev}_i \) is its deviation factor; \( PDF_i \) is its PDF option, all of which are specified in the scenario file. \( \text{rand}(t, PDF_i) \) is a normalized (Dev:=1.0) random popped from one of the RVG stacks. If \( X_i(t) \) is negative, the node will discard it and take 0 instead (no sleep).

Currently the timing accuracy in VINS is 1 ms, promoted from the regular 15ms (if use the regular `Sleep` function). This achievement is made by linking VINS with Microsoft Multimedia Timer Library (Winmm.lib and Mmsystem.h).

### 6. Simulation and Evaluation

VINS runtime environment requires Microsoft Windows-98 or higher. A package is available at [18], including the executable file and some scenarios.

In this section an example is made to demonstrate the strength of VINS and the insight it provides.

#### 6.1 Build and Load a Scenario

Currently user can build a scenario with any text editing tool following VINS encoding rules. In future a graphical scenario editor may be developed in parallel.

Let’s take “test.xml” in the package as an example. In this scenario there are 25 nodes: 7 SUPPLIERS, 7 CONSUMERS and 11 routers with different classes, including a deliberately isolated one (node Z). Thus there are 7 IP flows including an unreachable one going across the network (VINS can highlight their routes with moving bullets):

- A->C->H->J
- B->C->G->D->F
- K->L->M->G->D->F
- U->S->Q->R->G->D->E
- W->N->D->E
- X->Y->M->R->Q->S

In the animation area users can have the scenario’s overview: network topology, nodes’ activities, states and three primary counters (put, loss and discard). As the meantime, VINS maintains a big number of counters so that a detailed system report can be generated at the simulation’s runtime. This report is the statistical data calculated according to the counters. Calculations are on three levels: node, flow and network. The results are categorized in three tables (a sample is shown the Appendix).

Figure 8 is a screenshot of the simulation. The presence of some physical transport servers and as well the transport service time has been switched on (on the links from node R and Q):
6.2 Node Statistics

As mentioned, there are three primary counters displayed in the animation area: put, loss and discard. They are defined in the following:

**Put** is the total number of packets that have been served by this node (generated, relayed or consumed) since the simulation started.

**Loss** is the total number of packets that have been dropped by the node due to queue’s overflow since simulation started.

**Discard** is the total number of packets that have been discarded by the node due to destination unreachable or TTL expired, since the simulation started.

Besides, VINS calculates the some other variables for node performance evaluation, abbreviated, defined and denoted in the following:

**Arr.R.** is the Arrival Rate, the average number of arrival packets at a node in one second, including those enqueued and dropped due to queue overflow, denoted as \( A_i \).

**Serv.R.** is the Service Rate, a measure for the best performance a node can achieve. It equals to the reciprocal of its mean service time with unit \([1/sec]\), denoted as \( B_i = 1/X_i \), where \( X_i \) is the mean service time.

**Dept.R.** is the Departure Rate, the actual performance of a node, the average number of packets served in one second. Sometimes it is termed as “throughput”, denoted as \( D_i \).
LossR. is the Loss Rate, the average number of dropped packets in one second, denoted as $L_i$.

Util. is the Utilization of the node, the ratio of a node’s throughput dividing its service rate, indicating the workload of this node, denoted as: $U_i = D_i/B_i$.

Link S. is the Link Speed, a measure of the output rate from a node to one of its neighbors. The link speed from node $i$ to node $j$ is denoted as $LS_{ij}$. The departure rate of a node is the summary of its link speeds to all its neighbors:

$$D_i = \sum_{j=0}^{M-1} LS_{ij} = U_i \cdot B_i$$ (2)

where $M$ is the length of routing table on node $i$. When $LS_{ij} = LS_{ji}$, this link is symmetric (otherwise asymmetric). The link speed and transport service time on this link can be displayed in the animation.

There are two array-counters counting the following two distributions:

- **Service time distribution** is the distribution of the service time of a node. It is counted since the simulation begins. With this distribution user can verify if this node’s PDF option is working.

- **Arrivals/sec distribution** is the distribution of stochastic number of arrival packets per second, counted since the simulation begins. This distribution may take a certain Probability Mass Function (PMF, [19]).

Let’s observe two counters on node M as an example: M is a CLASS_B router with multiple input and output routes: $X := 21ms$, $Cap := 53$, $Dev := 30.100$ and $PDF := GAUSSIAN$. VINS plots the two counters in Figure 9 and 10.

As shown in figure 10: $A_M = D_M + L_M = 31.917 + 11.233 = 43.250$ pkts/s (no packet is discarded on this node).

### 6.3 Flow and Network Statistics

To observe the flows’ attributes in a complex network, counting and calculation are made as listed in the following:

- **Sent** is the number of departure packets from the source (a SUPPLIER or application) since simulation started.

- **Rcvd** is the number of arrival packets at the destination (a CONSUMER or application) since simulation started.

**FL** is the FLight-size, the number of packets of a flow that are being relayed in the network of a flow. FL indicates the network resource a flow temporarily possesses. It is also a desired variable in TCP congestion control computing, which can only be estimated in the real engineering.

**SFL** is the Smoothed FLight-size of a flow. As FL is stochastic that changes from observations, user can hardly use it to evaluate the size. Instead, SFL might be a useful measure to indicate the resource that a flow averagely possesses. The calculation of SFL is:

$$SFL = \frac{\sum_{i=1}^{N} (t_{i,e} - t_{i,a})}{E}$$ (3)

where $(t_{i,e} - t_{i,a})$ is the lifetime of packet $i$ since the creation to vanish (being received, dropped or discarded); $E$ is the simulation’s Elapsing time; $N$ is the packets number of this flow that have been injected into the network. SFLs can be displayed with VINS’ “Net-Pie Chart” (Figure 11).
Figure 11 VINS Net-Pie Charts

This figure contains a series of Net-Pie charts that are generated after this scenario had ran for 5 seconds, 2 minutes, 30 minutes and over 6 hours. As presented, the SFLs are stabilized as the simulation time elapsing.

Reachability is Boolean type attribute of a flow. There are a lot of factors that may cause a flow to be un-reachable, such as destination not exist, detached, BGP mis-configuration [20], TTL expire and etc.

TP is the throughput on this flow, counting the arrival rate at the destination.

Delivery is the percentage that the number of successfully delivered packets is in the amount of all packets in this flow.

MOTT is the Mean One-Trip-Time, the average time that a successfully delivered packet takes (unit: millisecond).

7. Conclusion and Future Works

VINS is created based on a Node-oriented model for IP Network simulation. Some aims have been achieved: the model is distinctive and solid; its simulation core’s structure is close to the implementation in the 4.4BSD kernel’s; the inter-domain simulation issue has been thoroughly solved by adopting the Classful network addressing / subnetting scheme in building up scenarios; it maintains a big number of counters so that calculation can be made on node, flow and network levels; XML is chosen as the encoding language as its structure is simple, meaningful and flexible to encode complex information. It can be extended when new network properties are found to be important in the simulation.

The visualized simulation process of VINS may change the ways that people think and study IP networks back to the entities in the real world – the routers and hosts. It may help people get a valid picture in understanding the responsibilities and
issues in the IP Layer and run simulations which are closer to the real ones. It can be a useful tool in teaching, engineering and scientific researches.

The development is advancing in the Transport Layer. There is a list of targets to be achieved in a short future: 1) implementation of the application objects that can be mounted on HOST nodes and simulate Transport Layer protocols, especially the TCP, which is reliable, flow and congestion controlled; 2) refine simulation of the transport servers in the Physical Layer, providing more simulative options, such as error-rate; 3) encoding and simulating time events for dynamic networks where the topology and traffics vary with time. In a longer future, a full graphical scenario editor is expected.
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## 10. Appendix: System Report

**Start time:** Thu 11 Jan 2007 19:03:18 GMT / **Elapsed time:** 00:33:24

### Node Level

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Address</th>
<th>Src App</th>
<th>Cap</th>
<th>E</th>
<th>Rev</th>
<th>Put</th>
<th>Loss</th>
<th>Discard</th>
<th>Arr. R.</th>
<th>Serv. R.</th>
<th>Dept. R.</th>
<th>Loss R.</th>
<th>Util.</th>
<th>Link S.</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>SUPPLIER</td>
<td>12.34.56.5</td>
<td></td>
<td>15</td>
<td>70</td>
<td>0</td>
<td>20.000</td>
<td>44320</td>
<td>0</td>
<td>13.139</td>
<td>14.286</td>
<td>13.139</td>
<td>0.000</td>
<td>0.00%</td>
<td>C: 13.14</td>
</tr>
<tr>
<td>B</td>
<td>SUPPLIER</td>
<td>12.34.56.2</td>
<td></td>
<td>15</td>
<td>100</td>
<td>0</td>
<td>50.000</td>
<td>38600</td>
<td>0</td>
<td>9.284</td>
<td>8.000</td>
<td>9.284</td>
<td>0.000</td>
<td>0.00%</td>
<td>C: 9.28</td>
</tr>
<tr>
<td>C</td>
<td>CLASS_C</td>
<td>12.34.56.33</td>
<td></td>
<td>25</td>
<td>50</td>
<td>42.500</td>
<td>34554</td>
<td>10356</td>
<td>22.410</td>
<td>20.000</td>
<td>17.243</td>
<td>5.168</td>
<td>86.20%</td>
<td>0.00%</td>
<td>G: 6.93</td>
</tr>
<tr>
<td>D</td>
<td>CLASS_C</td>
<td>12.34.77.1</td>
<td></td>
<td>30</td>
<td>44</td>
<td>51.200</td>
<td>36672</td>
<td>59822</td>
<td>48.151</td>
<td>22.727</td>
<td>18.299</td>
<td>29.851</td>
<td>80.50%</td>
<td>0.00%</td>
<td>G: 0.00</td>
</tr>
<tr>
<td>E</td>
<td>CONSUMER</td>
<td>12.34.77.22</td>
<td></td>
<td>36</td>
<td>36</td>
<td>23.400</td>
<td>5283</td>
<td>0</td>
<td>12.886</td>
<td>27.778</td>
<td>12.886</td>
<td>0.000</td>
<td>46.30%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>CONSUMER</td>
<td>12.34.77.23</td>
<td></td>
<td>36</td>
<td>23</td>
<td>10.900</td>
<td>10845</td>
<td>0</td>
<td>5.414</td>
<td>43.478</td>
<td>5.414</td>
<td>0.000</td>
<td>12.40%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>CLASS_B</td>
<td>12.34.71.1</td>
<td></td>
<td>36</td>
<td>31</td>
<td>13.400</td>
<td>45055</td>
<td>0</td>
<td>22.483</td>
<td>12.258</td>
<td>22.483</td>
<td>0.69%</td>
<td>69.60%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>CLASS_C</td>
<td>12.34.86.32</td>
<td></td>
<td>36</td>
<td>28</td>
<td>62.100</td>
<td>20654</td>
<td>13</td>
<td>10.313</td>
<td>12.500</td>
<td>10.306</td>
<td>0.006</td>
<td>82.40%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>CONSUMER</td>
<td>12.34.86.96</td>
<td></td>
<td>78</td>
<td>78</td>
<td>73.800</td>
<td>0</td>
<td>0</td>
<td>0.000</td>
<td>12.821</td>
<td>0.000</td>
<td>0.000</td>
<td>0.00%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td>J</td>
<td>SUPPLIER</td>
<td>12.156.11.97</td>
<td></td>
<td>21</td>
<td>76</td>
<td>20.900</td>
<td>20652</td>
<td>0</td>
<td>10.305</td>
<td>13.158</td>
<td>10.305</td>
<td>0.000</td>
<td>78.30%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>SUPPLIER</td>
<td>12.156.11.21</td>
<td></td>
<td>41</td>
<td>36</td>
<td>10.900</td>
<td>49018</td>
<td>57573</td>
<td>0</td>
<td>53.189</td>
<td>27.778</td>
<td>28.729</td>
<td>88.00%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>CLASS_C</td>
<td>12.156.11.11</td>
<td></td>
<td>53</td>
<td>21</td>
<td>30.100</td>
<td>67996</td>
<td>24098</td>
<td>45.855</td>
<td>47.619</td>
<td>33.830</td>
<td>12.025</td>
<td>71.00%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>CLASS_C</td>
<td>12.156.199.11</td>
<td></td>
<td>31</td>
<td>27</td>
<td>22.700</td>
<td>51469</td>
<td>0</td>
<td>25.683</td>
<td>17.037</td>
<td>25.683</td>
<td>0.69%</td>
<td>69.30%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>CONSUMER</td>
<td>12.156.199.201</td>
<td></td>
<td>48</td>
<td>27</td>
<td>24.400</td>
<td>58397</td>
<td>0</td>
<td>29.140</td>
<td>17.037</td>
<td>29.140</td>
<td>0.000</td>
<td>76.60%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>CLASS_B</td>
<td>12.82.233.9</td>
<td></td>
<td>87</td>
<td>37</td>
<td>34.400</td>
<td>45246</td>
<td>38373</td>
<td>41.726</td>
<td>27.027</td>
<td>22.578</td>
<td>19.148</td>
<td>83.50%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>CLASS_A</td>
<td>12.80.100.27</td>
<td></td>
<td>28</td>
<td>37</td>
<td>32.000</td>
<td>36531</td>
<td>31904</td>
<td>8926</td>
<td>18.603</td>
<td>18.229</td>
<td>15.920</td>
<td>67.40%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q</td>
<td>CLASS_C</td>
<td>12.82.103.12</td>
<td></td>
<td>14</td>
<td>65</td>
<td>41.000</td>
<td>0</td>
<td>0</td>
<td>0.000</td>
<td>15.385</td>
<td>0.000</td>
<td>0.000</td>
<td>0.00%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Flow Level

<table>
<thead>
<tr>
<th>Src App</th>
<th>Route</th>
<th>Dest App</th>
<th>Proto</th>
<th>Mode</th>
<th>Sent</th>
<th>Rcvd</th>
<th>FL</th>
<th>SPL</th>
<th>Reach-ability</th>
<th>TP</th>
<th>Delivery</th>
<th>Mean OTT</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td></td>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Reachable</td>
<td>29.8</td>
<td>12.025</td>
<td>3.20</td>
</tr>
<tr>
<td>B</td>
<td></td>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Unreachable</td>
<td>0.00%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Network Level

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
<th>Livings</th>
<th>Throughput</th>
<th>Loss Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>295139</td>
<td>63742</td>
<td>347</td>
<td>31.807</td>
<td>110.881</td>
</tr>
</tbody>
</table>
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Abstract

Autonomic computing is a grand challenge in computing, which aims to produce software that has the properties of self-configuration, self-healing, self-optimization and self-protection. Adding such autonomic properties into existing applications is immensely useful for redeploying them in an environment other than they were developed for. Such transformed applications can be redeployed in different dynamic environments without the user making changes to the application. However, creating such autonomic software entities is a significant challenge because of the amount of code transformation required. This paper presents feasible solutions to such code transformations and identifies associated issues. To illustrate such code transformations, a technique is presented that inserts Java byte code with self-healing primitives and transforms it to become a self-healing component. Experiments show that such code transformations are challenging however they are worthwhile in order to provide transparent autonomic behavior.

1. Introduction

It is not always a feasible option to build self-adaptive distributed systems from scratch. Mostly because of the cost and time associated with such a major development. Programming such a distributed application is also a tedious task and programmers need expert knowledge to handle the distribution management issues along with programming the problem at hand. For average programmers, this becomes a daunting task when they also have to incorporate autonomic primitives into the system. In real life, programmers’ want to concentrate on the problem in hand, rather than spend time on incorporating autonomic behaviors in their system. It will be tremendously beneficial to programmers if such autonomic behaviors can be added automatically and transparently to existing systems. Although object oriented technology provides programmers with the advantage of rapid program development in a networked environment, it becomes overwhelming when it is necessary to handle the autonomic computing aspects of the program as well. Since program behavior is highly dynamic and a different distribution configuration may be appropriate in different phases of the execution of a program, components should be autonomic in behavior to increase productivity and system manageability. Such autonomic application can be redeployed in different dynamic environments without the user making changes to the application. However, there are many challenging aspects [1] associated with such program transformations and incorporation of autonomous behavior into existing programs. We envision such a distributed system as an Autonomic Computing [2] challenge where Autonomic Elements (AE) are incorporated automatically to handle the complexities associated with distribution, coordination and efficient execution of program components.

This paper presents techniques of injecting autonomicity into non-autonomous Java byte-code and transforming it into autonomous entities. Although the technique presented in this paper works with Java byte-code, any interpreted code such as C#, that utilizes standard object oriented primitives can utilize this approach with minor modifications. The existing code is analyzed and the autonomic primitives are inserted in such a manner that it is separated from the service functionality of the existing application. This paper identifies and presents the required transformations to make objects autonomic and discusses different aspects of such transformations. To illustrate code transformations, a technique is presented that transforms Java byte-code into a self-healing component. The
approach presented in this paper transforms the existing user code in three phases. In the first phase, the code is analyzed and independent program partitions are identified. Please see [3] for more information on identifying such program partitions. Once partitions are identified, each partition is transformed into a managed element and housed inside a dedicated autonomic element. Parallel to these transformations, another phase of transformations adds self-healing primitives in the partitioned user code. The remainder of the paper is organized as follows: Section 2 identifies and lists required object level code transformations to make independent program partitions as autonomic entities. Section 3 presents the self-healing transformations that are added to the autonomic program partitions. Section 4 discuss about the experimented results. Section 5 presents similar works and finally Section 6 concludes this paper.

2. Required transformations and issues

This technique targets computationally intensive large parallel applications, which can be modeled as a collection of independent computing and communication resources with diverse capabilities into a large-scale integrated system. More about the underlying infrastructure and target application and generating independent partitions can be found in [3, 4]. Since the transformed program runs as a distributed program, any single node in the system could have one or more objects executing on it. As all of the related objects within any single node have to be manipulated transparently, several different scenarios appear for consideration:

i. **One AE per node with each object as a ME (Managed Element):** The traditional proxy approach [4] could be employed; however, the full computation power of a particular node is not utilized in this scenario. The traditional proxy approach only supports a single object per proxy, but we require multiple objects per proxy.

ii. **One AE per node with multiple objects as ME:** This is the most common scenario where multiple objects run concurrently in one node. The traditional proxy notation must be extended to address this scenario.

iii. **Multiple AE per node with multiple objects as a ME:** Although this scenario is possible, it is not supported by the autonomic computing paradigm and will not be considered.

A proxy structure is proposed that encapsulates one or more runtime objects into a single manageable entity that communicates with other such entities in the system with a single communication channel provided by the proxy object. Having an encapsulating proxy object allow us to incorporate the autonomic functionalities seamlessly into the user objects with the help of sensors, actuators and control interfaces [3]. Once user classes are transformed using the traditional proxy approach, a new proxy class is created to encapsulate all the other proxies in that node. Any inter-object communication between single ME proceeds as usual, however, any inter-object communication between two different MEs is delegated to the encapsulating proxy object. There are several possible choices to create such an encapsulating proxy:

1. **The proxy class inherits the original class:** This works for only one class as Java does not support multiple inheritance. This can be overcome by creating a new interface with all the methods in each of the target classes and then having the proxy implement that interface by copying the methods body into the proxy class.

2. **Renaming the original class with the proxy class:** This is the traditional approach and does not work for the proposed approach as it is difficult to delegate all proxy invocations separately.

For such transformations of user code, the following issues need to be addressed:

1. **Methods (M) and constructors (C):** There are more methods in the proxy class to interact with the AE and also to manipulate the objects itself. So, if $M_n \in C_n \rightarrow M_{n'} \in C_{n'}$ where $n' > n$. The original methods are overridden with the following structure:

   - **Pre-processing**
   - **Original method call**
   - **Post-processing**

   Instead of instrumenting each method, a wrapper method is created to ensure the consistency of the existing line number table for debugging purpose. Figure 1 shows a possible proxy creation scenario. The original object graph (Figure 1(a)) is transformed to a corresponding proxy object relationship. To learn more about generating object graphs and how to partition such graphs, see [3].

   Next, each partition of the graph is encapsulated with a master proxy (Figure 1(b)) to add extra functionality and to have a second level of delegation. So, if there was a method call in $U_1$ as $X_2.foo(arg1, arg2)$, it is now transformed to $Proxy_{AE_1}.invoke(X_2.foo, args)$, where args is an Object array having all the arguments of the calling method wrapped appropriately to their object classes. The invoke method inside $Proxy_{AE_1}$ identifies in which node $X_2$ is located (node 2 for this example) and makes a remote call to the method $Proxy_{AE_2}.invoke(X_2.foo, args)$. The remote invoke method unwraps the arguments and call the local method $foo$ in $X_2$ and wraps any return value from that method and sends it to the caller ($Proxy_{AE_1}$).
Having an encapsulating proxy allows us to move an object from one node to another (Figure 1(c)) for optimization purposes by creating a new proxy wrapper in the new node that encapsulates the migrated object. This allows calling a method even if the original object has migrated to some other node and the original proxy is left somewhere else.

2. Polymorphic method calls: To determine the original calls of a method in a polymorphic call requires a fully fledged stack oriented emulator as in the JVM. Creating one such emulator is a separate research problem and in the initial version of the transformations, polymorphic method calls are not considered.

3. Direct field access: All direct field access is converted to getter and setter methods to facilitate remote method invocation.

4. System classes: Since the system classes cannot be modified, following the same techniques as J-Orchestra [6], system objects are either moved with the user objects or if they use any platform dependent code then remains in the same node and other proxies access those objects using callback facility.

5. Handling distributed I/O: It is undesirable to have user code produce output in a remote machine or ask for input somewhere other than it is intended to. Therefore all input/output operations need to be redirected. This leads to the following possible transformations:

a. Standard output and error: The user has the choice of redirecting all remote output/error to the client machine (undesirable-may overwhelm the network), save it in a log file in the remote machine or ignore it as a whole.

b. Standard input: All standard input is redirected to the client machine.

c. File input: The user has the choice of redirecting all file read operation to the client machine or the underlying framework copy the file to the remote machine and file input operation proceed as usual. Both of these choices have their own tradeoff and one is better than the other in different situations.

d. File output: File output could be redirected to the client machine or saved as a local file in the remote machine.

6. Exception handling: Section 3.7 illustrates the approach toward handling exceptions. Users could utilize different system level policies to steer the exception handling approach, such as permit the exception to propagate through the class hierarchy or try to heal the exception with user interaction or previously saved solutions.

7. Final class: To extend the functionality of a un-modifiable class in the proxy, the final keyword is removed from the classpool [7] inside the class file. This way, the semantic and functional consistency of the class remains the same but now extra methods can be added and existing methods can be overridden in the proxy to add the extra functionality.

8. Existing interfaces: Since Java allows a single class to implement as many interfaces as required, no changes are required in this case.

9. Static methods and fields: Any class that has static methods and fields, is divided into two subclasses where one has all the static methods and fields and other has the non-static entities. Separate proxies are created for each subclass and static sub class is anchored in one node and interacted by other proxies using RMI callbacks.

10. Use of this and super: Use of super does not cause any problem in the transformed code. However, the use of this need to be delegated to appropriate proxy class.

11. Use of reflection: Reflection in the user code is not considered due to the added complexity in the byte code rewriting phase. A separate package on reflection that delegates user enforced reflection must be developed to address this issue.

To handle other Java language features, the techniques used have similarities with the techniques used in J-Orchestra [6]. The major distinction with this approach is that we are now attempting object level
distribution, whereas J-Orchestra uses class-level distribution. One significant drawback with both of these approaches is that it incurs extra space and time to run the resulting distributed application. Since new proxy classes are created and segments of byte code are inserted into the exiting byte code, we expect to see some inflation in the resulting code size. However, we believe that, for the sake of the transparency and the added dynamics in the system, this added space penalty is worth taking.

Experiments were conducted to find the time requirement of delegated method call using proxy-based autonomic elements. Every remote method call now takes place through the autonomic element. Therefore the call can be broken down into several parts: 1) Call to local proxy 2) Call from local proxy to remote proxy (AE) 3) AE locates the remote class, loads it and uses runtime reflection to delegate the execution to the corresponding method. Figure 2 shows timing for such remote calls, where other denotes the time it takes for local proxy class loading and locating the remote AE using standard RMI naming protocol. For single remote call using the delegated proxy pattern, the increase in execution time is around 45%. With several calls to the same AE, this reduces to less then 10% as the JVM normally caches classes and for multiple calls, class loading and reflection occurs faster than the initial time.

Figure 2. Timing for invocation through proxy.

### 3. Self-healing Transformations

Once the program partitions are transformed into independent autonomic entities by encapsulating them inside an autonomic element (Section 2), the next phase of transformations are required to add the different autonomic properties into those transformed partitions. This section presents an approach to incorporate self-healing primitives inside existing user code once the partitions are transformed into autonomous managed elements. An autonomic self healing application should be able to recover from faults and should continue to work smoothly [2]. The traditional approach for having such self-healing capabilities in an application is to build the application in such a way to have those functionalities built into it (hardwired). This section presents a technique of code transformation and injection to automatically transform existing programs into self-healing entities. The following sub-sections describe this technique in more details.

#### 3.1 Faults and fault model

The approach presented in this paper is concerned with faults that occur after the program is deployed. Such faults could result from problems or bugs in the user code, in the underlying physical node or in the runtime environment. Faults caused by bugs in the user code (logical errors), user generated custom exceptions or faults generated due to the functional aspect of the program is outside the control of this approach and should be addressed by the system administrator or the developer of the user program. A fault can be either transient (network outage, memory overload, disk space outage etc.) or non-transient (bug in the user code) [8]. The technique presented in this paper can self-heal such transient faults as once the system restarts after self-healing, the condition that caused the fault will be healed and will not reappear. However, non-transient faults are generally caused by some bug in the code or due to unhandled exceptions. Although some types of non-transient faults could be self-healed, this may change the original semantics of the program or the fault will occur again as the condition that is creating the fault actually resides in the user code.

Each recoverable fault is represented internally by a four tuple \(<F\text{\textsubscript{name}}, F\text{\textsubscript{index}}, F\text{\textsubscript{stack}}, O\text{\textsubscript{info}})>\) fault model, where,

- \(F\text{\textsubscript{name}}\) = Name and type of the fault.
- \(F\text{\textsubscript{index}}\) = Byte code index where the fault occurs. This must be deduced from the byte code line number attribute [7] inside the class file as the JVM only gives the source code line when throwing an exception.
- \(F\text{\textsubscript{stack}}\) = Stack trace of the exception, transformed into chained fault models.
- \(O\text{\textsubscript{info}}\) = Object information such as, object and method name and formal and actual parameters of the method that caused the exception.

This representation allows the system to manage faults more easily and effectively. Representing faults in an accurate and consistent manner is not enough; the associated actions also have to be represented in some open standards so that the model can be extended or updated without the need to modify the underlying algorithm. There can be multiple possible actions for any certain fault. The number of such possibilities grows or reduces over time as the system adapts with feedback.
fault repository so that next time the same fault can be avoided. A clone of the running method is created where, at the beginning of the method, new code is inserted to reinitialize the object with a consistent state and to restart the method at the point where the fault occurs. Since the rest of the code already has the injected self-healing mechanism, any further faults are handled in the same way as described above. Several adaptations are needed to support existing programs with the desired autonomic behavior. The transformations that take place during the lifetime of a method are as follows:

1. The original method body is wrapped in an extra try-catch block and checkpoint calls are inserted in the body itself.
2. If any exception is thrown by the code, it is caught by the newly inserted try-catch block.
3. The caught exception is analyzed and the process starts to heal that particular fault.

### 3.3 Local variables

To save the state information of any running method inside the object, local variable values have to be saved during checkpointing along with other necessary information, such as the line number of the next instruction to be executed, value of actual parameters and value of any object field. To gather the current state of the object, all the local variables in the current scope along with any fields and class variable’s values need to be saved. As the Java compiler does not save any local variable information (such as type information, variable scope etc.), the static analyzer gathers this information by analyzing the byte code and adds that information as a byte code attribute [7] to each method. During self-healing transformations, this attribute is used to create appropriate wrappers to save the corresponding object status. The challenge is to recreate a local variable table from the byte code when there is no information saved for the local variables. Byte code instructions access local variables from a zero based array in the runtime stack and depending on the type of method (class or instance), variables and arguments are indexed differently.

Along with all local variables, method parameters and object instance (only with instance methods) are also placed on that array. Depending on the data type, variables will occupy 1 or 2 cells in the array. Depending on the scope of the variable, cells could be reused by different variables within different scopes of the method body. The challenge is to represent such dual usage in a consistent manner so that the local variable can be accessed with a proper type cast at the proper location in the byte code. The algorithm adds a duplicate entry with the same index into the local variable table for...
such occurrences. Different scope information is used to distinguish between these two entries.

To determine variable scope, variable index within the array and data type, the following algorithm is devised:

1. For all byte code instructions in a method, do
2. Get next opcode (and operand, if any)
   a. If the opcode is of a data store type, then determine the type from the opcode (for primitive type). For reference (object) type, check the constant pool and determine the type information.
   b. Determine the variable index from the opcode suffix or from the operand. Also, determine the corresponding byte code offset, where it is declared for the first time.
   c. If the opcode represents an already identified variable with the same data type, then update that variable’s scope information.
   d. If the opcode represents an already identified variable with different data type (same variable index is used by two variables in two different scope), then create a new variable entry.

Algorithm 1. Generate local variable information.

The time taken by algorithm 1 is proportional to the number of local variables in the method. Only 8 bytes are used to save all necessary information about a local variable. This keeps code inflation to a minimum. See Section 4 for some comparisons. The algorithm requires only one pass over the code to determine the local variables and it is performed simultaneously during the static analysis [3], therefore there is no extra overhead for executing this algorithm.

3.4 Adding checkpoints

To restart seamlessly from a crash or after a runtime exception, the internal state (fields, method parameters and local variables, next byte code to be executed) of the object has to be made persistent. According to the given user policy, instrumentation points in the code are determined and appropriate method calls are inserted to checkpoint the current state of the object. The following checkpoint locations are identified at byte code level:

i. After several write operations.
ii. Before and after an I/O interaction.
iii. Before and after any data interaction between two objects.

The checkpointing algorithm described below adds a status object as a field into the target class, so that the checkpointed data can be saved through that field. Algorithm 2 for checkpointing in byte code is used on a per method basis and uses different byte code attributes, such as code, exception, line number and local variable (generated by algorithm 1) attribute [7].

Proper type casting is necessary to store and to restore checkpointed data. All the local variable and actual parameter information is type sensitive and

1. Insert an array of objects at the top of the method body. The size of this array is equal to the number of local variables in the method.
2. Determine the next checkpointable position in the byte code.
3. Assign object array with local variables having corresponding index value.
4. Load this object array and all other status information in to the run time stack.
5. Call the checkpoint method, which takes all the status information from the runtime stack and saves that in a persistent store.

Algorithm 2. Checkpoint a method at the byte code level.

requires careful type manipulation. All primitive method data is converted to its corresponding object format and saved as objects in the persistent data store. During restoration, data is cast back to its original type by gathering the type information of each local variable and actual parameter from the local variable attribute.

3.5 Status data

During runtime, whenever any checkpoint is encountered, the current status of the object is incrementally saved to a platform independent disk file. The implementation of the checkpointed data manipulation algorithm is performed by synthesizing and re-engineering ideas found in existing fault tolerant techniques for distributed applications. Using predefined policies, users could modify the behaviour of such algorithms to suit their needs. For example, to save disk space, once an object quits its execution and is garbage collected, all the corresponding status information related to that object are deleted from the status data file. After a fault, determining a consistent state from where the program should be restarted is complicated and requires extensive analysis of the runtime structure. However, to keep it simple, we are only considering the last checkpointed consistent state to resume execution.

3.6 Fault analysis and fault healing

The crucial part of the self-healing is performed by the fault analyser-fault healer pair. The fault analyser code is inserted in the byte code level, where as the fault healer is a separate class structure that is initiated by the fault analyser. The fault analyser code inserted inside the method body is responsible to gather the necessary status information and to generate code to create the failure information and then call the appropriate algorithm to analyse the failure information and compare that with the saved fault models to produce a plan of action for the fault healer. Once the fault healer gets the required
healing information, it performs the following steps to resume the operation:

i. Find the last consistent state (a consistent state is where all the threads were able to write their status successfully) and read the saved status data from the backing store. The backing store is implemented hierarchically across the network and after a fault, if the backing store in the application’s current domain is not available, then the backing store in its parent’s domain is accessed and this propagates in worst case to the top of the hierarchical domain based backing store.

ii. Create a clone of the method.

iii. Inject byte code at the top of the method that reinitializes the internal data structures of the object with the status data. The last instruction in this newly added sequence is a goto instruction that directs the execution at the position in the method where we want the execution to resume.

iv. Start executing this cloned method using reflection and on the same object instance as the original method was running.

Normally, the fault healer saves all intermediate and cloned methods and associated byte code in the hard drive for debugging purposes. However, if the system administrator thinks that unnecessary, then it can be switched off and that will not only save disk space but also will speed up the healing process.

3.7 Runtime exceptions

To handle any runtime exceptions, the method body is encapsulated by another try-catch block (which catches the Throwable super class) to give the method another opportunity to continue after the statement where the exception is thrown. However, adding a new try-catch block introduces different scenarios which need to be addressed at byte-code level to fully support runtime exceptions:

i. Subclass of Throwable or Exception is already being caught by the method body.

   **Solution:** Re-throw that exception so that the enclosing try-catch block can catch it and continue with its self-healing mechanism.

ii. There is already an encapsulating try-catch block that catches either java.lang.Exception or Throwable.

   **Solution:** Instead of adding a new try-catch to enclose the entire method, the catch block is modified and self-healing mechanism is added.

iii. A nested try-catch block already exists within the method body.

   **Solution:** Re-throw every nested exception that is caught, so that the outer most enclosing try-catch block can catch the exception and continue with its self healing mechanism.

Since the rest of the code already has the injected exception handling mechanism, any recurring faults will be handled same way as described above. If the same fault is happening over and over again, after few tries, the system administrator will be notified to take proper action and the system will stop running that particular program.

4. Performance Analysis

To judge the applicability of this technique in a real environment, traditional benchmarking techniques are not enough. Simply measuring how fast a fault can be healed is dependent on the underlying platform and the runtime environment. Healing the same fault in two different platforms will take different times due to different environment parameters. Providing only such functional evaluation of the technique is insufficient to judge its effectiveness in the field of autonomic computing. Since one of the main goals is to provide a transparent interface to the user, an evaluation framework is developed to address such issues that can not be functionally evaluated. Table 1 shows such an evaluation of this technique. As noted in [12], benchmarking an autonomic system is difficult and there is no good way to do that. Since there are no other similar works to compare this technique with, we measure the time taken to do the transformations, the resulting code inflation and the runtime memory usage inflation.

Experiments on the presented self-healing techniques were conducted with several Java programs (sequential and parallel) running in a single machine, having varying code structures and complexities. Program 1 tries to write different data types on an open socket to simulate network failure scenarios. Program 2 writes random bytes on disk files to simulate I/O failures. Finally program 3 implements a concurrent matrix multiplication algorithm to simulate synchronization and locking faults. The techniques described in this paper can support Java byte code from JDK version 1.2 to 1.5. A standard PC equipped with a Pentium 4, 3.4 GHz CPU and 512 MB RAM running Windows XP is used to conduct all the experiments. To generate the local variable information, algorithm 1 produces smaller files than using the Java compiler’s debugging switch (javac -g). Since programmers may not have compiled the original code using that switch, the self-healing code injector must rely on algorithm 1, which, as shown in Table 2 is worthwhile to use.
Table 1. Evaluation framework for our technique.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Abilities of this technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usability</td>
<td>This technique is easy to use and programmers do not have to worry about pre and post processing.</td>
</tr>
<tr>
<td>Modularity</td>
<td>This technique is designed in a modular fashion so that it can be added or deleted from an existing system without any loss of original program semantic.</td>
</tr>
<tr>
<td>Transparency</td>
<td>It is completely transparent to the user and using this technique is straightforward.</td>
</tr>
<tr>
<td>Scalability</td>
<td>This technique adds self-healing primitives on a per method basis. So other autonomic properties can be added in the same manner without the need to modify this technique. However, with any such code injection, programmers have to be aware of the resulting code inflation.</td>
</tr>
<tr>
<td>Persistence</td>
<td>This technique does not modify any internal data of the program. Hence the program execution remains unchanged functionally and semantically. Checkpointed status data is kept in a machine independent format using Java Serialization and saved in different portions of the data store to keep it consistent between runs.</td>
</tr>
<tr>
<td>Maintainability</td>
<td>Over a long period of time, the system could generate valuable usage data and execution pattern that will help software operators and programmers to maintain the code more effectively.</td>
</tr>
</tbody>
</table>

We experimented with two different forms of checkpointing policies. In the conservative policy, checkpoints are inserted after every statement in the method, whereas in the optimized policy, we used checkpointing decisions as described in Section 3.4. The resultant code has a $O(n)$ code inflation, where $n$ is the size of the original code. Figure 4 shows the overall code inflation due to the added functionalities in the code. On average we have around 51% code inflation. With better optimization techniques, this could certainly be lowered.

Figure 5 shows the timing data taken during execution. It is evident from Figure 5 that the algorithms take linear time to execute. For the added functionalities in the code, we have to be comfortable with such a small increase of pre-processing time along with the running time. We also measure the amount of memory the added data structure takes during runtime. Just for this test, we instrumented the code in such a way that it keeps track of the amount of heap memory available to the JVM at each step of the self-healing process. On average, the runtime memory inflation is about 10% to 15%. This is a minimal increase of runtime memory usage that will have any significant adverse effect on the program execution.

5. Existing works

Relatively little research has been done to integrate autonomic functionalities into existing code and most of them do not share the same goals as of this research.

Addistant [4] is a Java byte code translator for automatic distribution of legacy Java software. It takes Java software to be partitioned and uses a separate user specified placement policy to translate it to a distributed version. Addistant requires placement policies be specified at the class level, limiting the opportunity to exploit object-level concurrency.

J-Orchestra [6] is an automatic partitioning system for Java programs. J-Orchestra operates at the byte-code level and rewrites the application code and replaces local data exchange with remote communication (e.g., Java RMI, indirect pointers). It uses information from static

Table 2. Code Inflation due to local variable addition.

<table>
<thead>
<tr>
<th>Program</th>
<th>Original Size</th>
<th>Algorithm 1 javac –g</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>910 byte</td>
<td>1036 byte</td>
</tr>
<tr>
<td>2</td>
<td>1208 byte</td>
<td>1377 byte</td>
</tr>
<tr>
<td>3</td>
<td>5823 byte</td>
<td>6155 byte</td>
</tr>
</tbody>
</table>

![Figure 4. Code Inflation due to self-healing primitives.](image1.png)

![Figure 5. Execution times.](image2.png)
analysis and execution profiling to undertake the partition decisions. It requires no annotative inputs from users other than the network locations of various hardware and software resources. J-Orchestra also operates at class level granularity but unlike Addistant it does not require the user to explicitly specify policy for every class, instead it includes automatic analysis that ensures the correctness of partitioning.

Although the approach presented in this paper uses some of the ideas and techniques used to implement J-Orchestra, we present the transformations from the autonomic programmer point of view to program a distributed system full of concurrent objects. Our goal is to transform any objects into autonomic entities by transforming them at byte-code level, where as J-Orchestra transforms objects only to be run in a distributed fashion. J-Orchestra also uses intermediate source level translation, which incurs additional compilation time for conversion to byte-code. Our approach does all transformation in byte-code level, so there are no overhead related to compilation. J-Orchestra provides partial fault tolerance, on the contrary, self-healing is a major aspect of our transformation approach.

The work by Schanne et al. [14] attempts to inject autonomic functionality to existing object oriented code. The authors used the standard proxy/wrapper architecture to inject the added functionality, namely self-updating, self-configuration and self-optimization. One of the major drawbacks of their approach is that user needs to supply the pre-processor some meta information about the code, such as, pre and post-conditions and invariants of methods. So the assumption is that the user knows about the code and could express such meta information about the methods. This assumption is not realistic for legacy code, as exploring such meta information for such code is nearly impossible.

Traditional software fault-tolerance in Java is being actively studied by a number of researchers [15 - 27] in different aspects of software development. However, these approaches either work towards traditional hard coded fault tolerance or have different goals as this work:

• Operate at the source code level [15].
• Program through pre-defined interfaces to utilize such approaches [16].
• Deal with runtime software component update [17, 18].
• Employ serialization techniques, which places extra burden on the programmers by requiring them to implement the serialization and de-serialization methods [19].
• Use monitoring and profiling during run time [20, 21].
• Use a modified Java Virtual Machine for better control over the checkpointing and recovery process [22, 23], however it sacrifices portability and interoperability for doing so.
• Use different programming languages [24, 25, 26].

The technique presented in this paper differs from the above works and from traditional fault tolerance approaches in the way that it relieves the application programmer from the burden of complex programming interfaces and ever changing metaphors by abstracting all such transformations automatically. Also, programmers do not have to learn any new programming interface to utilize this technique. We believe that, any autonomic and self-managed system should be easy for the users to program, operate and maintain; otherwise the goal [2] of autonomic computing is sacrificed. Having the same goals as this work, relatively little research has been done to integrate self-healing functionalities into existing user code and, typically, the options explored are not transparent to the user and, in fact, require the user to have an extended knowledge of the code.

Haydarlou et al. [27] presents an approach and a conceptual architecture for fault diagnosis and self-healing of interpreted object oriented application. Although this work shares similar goals and uses a similar approach, the solution provided by this paper is extensive and completely transparent to the user. Moreover, this paper provides details of code injection methodologies and address different issues that arise during such code injection. The authors experiment with their proposed technique with an application, for which there is no need to save any state information for a restart after a fault. Therefore, their approach is not well justified in the case of real-world programs, having nested try-catch block, local variable interactions, conditional branches, etc. The authors also do not provide any code inflation or execution time information for their proposed approach.

6. Conclusions

Autonomic computing is a new paradigm where computing systems possess the capability of self-management. Building an autonomic distributed system from scratch is desirable however is not always an option. Mostly because of the cost and time associated with a major development like that. It will be tremendously beneficial to programmers if such autonomic behavior can be added automatically and transparently into existing code. This paper presents an approach to transform existing object oriented programs
into self-managed programs. This technique transforms user objects into autonomic entities and injects the existing user code with autonomic capabilities by statically analyzing the code and instrumenting it in such a way that the application components become self-manageable components. To illustrate that such transformation is possible; a technique to make existing object oriented programs self-healing is presented and evaluated. The goal of the code transformation is to make the transition as simple and easy to the application programmer in fulfillment to the goals of an autonomic computing system.
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Abstract

In recent years there has been a growing interest in wireless sensor networks (WSN) applications. Such sensor networks can be used to control temperature, humidity, contamination, pollution etc. Self-organization and routing algorithms dedicated to wireless sensor networks usually assume that sensors absolute positions are unknown and all decisions are based on sensor’s own local information. This assumption makes wireless sensor networks more flexible and energy conserve because making decisions locally is faster and energy efficient. But sooner or later sensors positions have to be found (when sensor sends a message about some event we of course would like to know where this event takes place). In this paper we describe different solutions of finding transceivers positions in wireless networks and we discuss localization in wireless sensor networks. We propose to transfer localization function from base stations to every sensor. We evaluate presented method using simulations.

1. Introduction

In recent years there has been a growing interest in wireless sensor networks applications \[3,10,16\]. In this paper we use term wireless sensor network to refer to hundreds or thousands sensors that are deployed over some area. They can be used in hostile environments, i.e. battlefields, vast forests, fire endangered or security areas. Sensors are deployed e.g. using plane, so we can assume that their positions are random and unknown \[4,5,20\]. Protocols dedicated to WSN allow such structures to work properly without knowing sensors’ absolute positions but this information is needed if we have to locate reported events (which is an aim in most of applications). We assume that because of cost and power consumption sensors are not equipped with GPS devices \[12\]. That is why we have to find algorithms of finding sensors’ positions in the area \[1,14,16\].

At the beginning we describe methods of estimating positions in wireless networks. In third section we discuss localization in wireless sensor networks. In fourth and fifth section the way to minimize positions estimation errors is described and simulations results are presented.

2. Methods of localization

We can find transceivers’ position on 2D area using three methods:
- by knowing a distance and a direction from one point \((x,y)\), where both \(x\) and \(y\) are known,
- by knowing direction from two points \((x_1,y_1)\) and \((x_2,y_2)\) where \(x_1\), \(y_1\), \(x_2\) and \(y_2\) are known (AoA algorithm),
- by knowing distances from three points \((x_1,y_1)\), \((x_2,y_2)\) and \((x_3,y_3)\) where \(x_1\), \(y_1\), \(x_2\), \(x_3\) and \(y_3\) are known (ToA, TDoA, RSS algorithms).

In first and second approach it would be necessary to use directional antennas. In Angle of Arrival (AoA) algorithm \[6,7,15,18\], presented on Fig.1, transmitter P in position \((x,y)\) sends a signal. Directional antennas in points \((x_1,y_1)\) and \((x_2,y_2)\) detect angles \(\alpha_1\) and \(\alpha_2\). Intersection of lines described by known points and angles determines where transmitter P lies.

Unfortunately requirement of using directional antennas makes these method very impractical for wireless sensor network application. Third method that bases only on estimating distances between nodes, is more interesting.

If we have three known points \(A(x_1,y_1)\), \(B(x_2,y_2)\), \(C(x_3,y_3)\) and we know that point \(P(x,y)\) (which position we are looking for) is distant \(d_1\), \(d_2\), \(d_3\) from these points respectively, we can find \(x\) and \(y\) as is presented on fig.2.

Fig.1. Localization using AoA algorithm.
There are two exceptions. First when at least two known points have the same position. Second when all three points $A$, $B$ and $C$ lies in one line (see fig.3). In other cases unknown position of $P$ can be found using three points $A$, $B$ and $C$. We can easily see that the problem of finding transceivers’ $P$ positions is reduced to finding distances between pairs of transceivers $(AP), (BP), (CP)$.

Methods of estimating distances are generally related to circumstances of signal propagation. Two main parameters are attenuation and delay. If $P_0$ is sent in a moment $t_0$, then its power when received in a distant place equals:

$$P_1 = \frac{P_0}{d_1^m}$$

and is delayed

$$t_1 = \frac{d_1}{v}.$$  \hspace{1cm} (2)

In equation (1) and (2) $d_1$ is a distance between two points, $m$ is a constant that depends on environment and $v$ is a speed of a signal propagation in this environment. As we see both parameters can be used to estimate distance $d_1$.

Time of Arrival (ToA) \cite{6,8,13,18} algorithm bases on signal delay. If sensor $P$ with unknown position $(x, y)$ sends signal $s(t)$ the received signals are

$$y_j(t) = k \cdot s(t - t_j),$$  \hspace{1cm} (3)

where $j = 1, 2, 3$ refer to receivers located in known positions $(x_j, y_j)$. Assuming a perfect synchronization distances between transmitter $P$ and receivers can be easily computed. In the other case we are forced to use Time Difference of Arrival (TDoA) algorithm \cite{7,9}. When transmitter $P$ sends a message then analyzing received signal correlation (delay) in more than two receivers we can compute distances between point $P$ (which position we are looking for) and each receiver (which positions are known).

Unlike ToA and TDoA, RSS (Receive Signal Strength) algorithm bases not on signal delay but on signal strength analysis \cite{2,13}. If the transmitted signal strength $P_0$ is known, distance between sensors can be estimated by measuring received signal strength $P_1$ as follows:

$$d_1 = \sqrt{\frac{P_0}{P_1}}.$$  \hspace{1cm} (4)

We assume that signal strength decreases with the distance. Disadvantage of this method is necessity of estimating constant $m$ that depends on environment conditions.

On fig.2 we present that by knowing distance to three different known points $A$, $B$ and $C$ we can easily compute common point $P$ no matter which method was used to find these distances. But what happens if we consider some error in estimating distances $r_1$, $r_2$ and $r_3$? Fig.4 shows situation similar to one from fig.2 but because of an error in distances estimation three circles will not have a common point.
To find position of a point we are looking for we can compute positions of points I, II and III. These points can be found by analyzing distances between unknown node and two known nodes (fig.5). For example coordinates of point III($x_{III}, y_{III}$) can be computed as follows:

\[ x_{III} = x_1 + r_1 \cos(\alpha \pm \beta), \tag{5} \]
\[ y_{III} = y_1 + r_1 \sin(\alpha \pm \beta). \tag{6} \]

where

\[ \alpha = \arctan\left(\frac{y_2 - y_1}{x_2 - x_1}\right), \tag{7} \]
\[ \beta = \arccos\left(\frac{r_1^2 - r_2^2 + d_{12}^2}{2r_1d_{12}}\right), \tag{8} \]
\[ d_{12} = \sqrt{(x_2 - x_1)^2 - (y_2 - y_1)^2}. \tag{9} \]

Equations (5-8) are taken from triangle geometry.

![Fig.5. A method of finding unknown node position.](image)

Two nodes with known positions ($x_1, y_1$), ($x_2, y_2$) and unknown node III($x_{III}, y_{III}$) form triangle in which all sides are known. Using cosines theorem we can write:

\[ r_2^2 = r_1^2 + d_{12}^2 - 2r_1d_{12}\cos\beta, \tag{10} \]

which leads to equation (8). Equations (5-7) base on trigonometric relationships.

Knowing positions of points I, II and III we can estimate searched coordinates ($x, y$) as follows:

\[ x = \frac{x_I + x_{II} + x_{III}}{3}, \tag{11} \]
\[ y = \frac{y_I + y_{II} + y_{III}}{3}. \tag{12} \]

As we shown node III localization can be found using three transceivers with known positions and distances between them and III. Typical approach to localization in wireless networks is to put several number of base stations BS. BSs are often called "anchors" since their positions are known. One should deployed BS in such way that every possible point in the area has to be covered by at least three base stations. In this way any point can be localized. This solution is known from the GSM system [19] where BSs are used to estimate mobile stations' positions. In wireless sensor networks the easiest localization system requires to put three base stations around the field. If they can communicate with every node in the network then each sensor position can be determined. Unfortunately this method is very impractical since it is not always possible to cover all the area with only three BSs. On the other hand using larger number of base stations increases overall costs. Moreover the area where WSN operates may not be accessed (i.e. in military applications) and thus placing additional BSs may be impossible. What we propose is to transfer base station function to every sensor. Because sensors can communicate with each other they can also estimate distances between each other. In this way it is possible to localize one sensor using other sensors with known position.

3. Sensors localization in WSN

As mentioned above, wireless sensor network is build of hundreds of a homogenous sensors randomly deployed in some area. They can communicate with each other and estimate distance between them using some localization algorithm (e.g. RSS, ToA). It is important to mention that we do not have a limited number of sensors which collect data about distance to other sensors. On the other hand each sensor can find distance to all other sensors in its range (neighbors).

When network consist of $N$ sensors then any nodes constellation can be fully described as $N$ by $N$ matrix. Elements of this matrix $d_{ij}$ equal to distance between neighbor nodes $i$ and $j$ ($i,j = 1...N$), -1 if nodes $i$ and $j$ are too far to communicate and 0 if $j=i$. To find node $i$ position it is necessary to know at least three $d_{ij} > 0$ elements where $j = 1...N$ with $j \neq i$.

If we want to determine sensors localization then position of one sensor (say $i$) should be assumed at first e.g. $(0,0)$. Afterwards we assume position of another sensor $j$ as $(0,d_{ij})$ where $d_{ij} > 0$. Using distances $d_{ik}$ and $d_{jk}$ ($d_{ik} > 0$ and $d_{jk} > 0$) we can find two possible positions of sensor $k$ and one of these two positions should be chosen. In this way we assumed positions of three sensors. This allows to determine position of every sensor that can communicate with sensors $i$, $j$ and $k$. Each sensor which position we have found in this way can be used to find another sensors’ positions. If each sensor has connection with at least three other sensors (which we assume is always true because of redundancy in number of nodes in
wireless sensor networks), positions of all sensors can be computed.

Of course we cannot forget about what we did at the beginning. We assumed positions of three sensors so what we have computed is a sensors’ constellation. In some application knowing absolute position is not necessary. We can imagine sensors with movement ability where network aim is to cover the area uniformly. In such situation knowing only constellation (without knowing sensors localization) would be enough. But generally we would like to know sensors localization which can be found by shifting, rotating or reflecting the constellation. To find the absolute positions we can put a BS and find distance to any three sensors.

Method presented above has advantages. Using e.g. humidity sensors, nodes can estimate attenuation and RSS algorithm will give accurate results. It is not necessary to put BSs around area (one BS will be enough). Typically clustering is applied in WSN so the network is divided into clusters with one Cluster Head and some number of Regular Sensors in each cluster [4,5,20]. Presented algorithm enables Cluster Heads to calculate nodes constellation in their cluster. This knowledge can be useful during re-clustering which is indispensable in WSN with clustering.

4. Error propagation in sensor localization

Using sensors as the BS to find other sensor localization has several advantages mentioned above. On the other hand if sensor’s position estimation is erroneous then it will propagate and influence successive calculations. To avoid such error propagation we should carefully choose sensors when they are used to localize other sensors.

As we mentioned in section 2 to find sensor $i$ localization using distances to nodes $A$, $B$ and $C$ with known positions, we have to find position of points $I$, $II$ and $III$ (see fig.4). Sensor $i$ position $(x,y)$ could then be found as follows:

$$x = \frac{x_I + x_H + x_{III}}{3},$$
$$y = \frac{y_I + y_H + y_{III}}{3}.$$

To describe what we call accurately of position estimation, we propose to compute estimation accuracy parameter $e$ as follows:

$$e = a + b + c,$$  \hspace{1cm} (13)

where

$$a = \sqrt{(x-x_I)^2 + (y-y_I)^2},$$
$$b = \sqrt{(x-x_H)^2 + (y-y_H)^2},$$
$$c = \sqrt{(x-x_{III})^2 + (y-y_{III})^2}.$$ \hspace{1cm} (15)

For positions that appear to be quite accurate $e$ is close to zero. Large value of $e$ does not mean that estimated coordinates are wrong but it says that there were large discrepancies in computing points $I$, $II$ and $III$.

Now let us discuss how parameter $e$ can be used to reduce error propagation in sensors localization. We assume that sensor $i$ can communicate with sensors $j_1$...$j_p$ that localization is known. To find sensor $i$ position we use distances between node $i$ and three of $j_1$...$j_p$ nodes. To reduce error propagation in sensor localization we chose three sensors with the lowest $e$ parameter. In this way only ‘reliable’ nodes will be used to find other sensors position.

Parameter $e$ is proposed to become criteria in choosing three nodes to find another sensor position. But we cannot forget about exceptions to the rule that to find sensor localization knowing three nodes is enough. When we use nodes $A$, $B$ and $C$ to find position of sensor $P$ these exceptions are:

- when at least two of nodes $A$, $B$ and $C$ has the same localization,
- when all three nodes $A$, $B$ and $C$ lies on one line.

In these two cases it is not possible to compute node $P$ position knowing only nodes $A$, $B$ and $C$ localization. To avoid these situations we propose to chose three of $j_1$...$j_p$ nodes as follows:

- choose sensor $A$ with the lowest $e$ parameter $e_A$,
- choose sensor $B$ with the lowest parameter $e_B \geq e_A$ that is at least $e$ away from node $A$,
- choose sensor $C$ with the lowest $e_C \geq e_p$ in such way that the smallest angle in triangle formed by sensors $A$, $B$ and $C$ is bigger than $\gamma$.

This algorithm will help to avoid mentioned exceptions. Careful selection of $e$ and $\gamma$ increases probability that three chosen sensors allow to determine node’s $P$ position even when positions and distances are estimated with an error.

5. Simulations results

5.1. Simulations

To evaluate proposed solution we made simulations in Matlab. In our simulations it was assumed that 250 nodes are randomly deployed into 1000 x 1000 field. Every sensor can communicate with other sensors if distance between them is smaller than sensor range $R$. At the beginning we assumed that positions of three sensors placed in one corner of the field are known. Moreover we know distances $d_{ij}$ estimated by nodes, such that:
In equation (17) \( d_{ij} \) is real, unknown distance between nodes \( i \) and \( j \). \( A \) is a random number in range \((-1,1)\) that refers to different accuracy of distance estimation and \( k \) is a parameter that changes from 0.005 (which means distances are estimated very accurate) to 0.1 (5-10% accuracy in distances estimation is reported to be possible \([6,11,13]\)). Localization of all sensors will be determined using distances \( d_{ij} \) and our proposed algorithm.

In each iteration we take an unknown node \( i \) with the highest number of non-zero elements \( d_{ij} \), where \( j \) is sensor with known position. We chose three known nodes \( j_a, j_b, j_c \) that meet conditions (\( \varepsilon \) and \( \gamma \)). Then we can determine node \( i \) localization and it can be used in next iteration to find another unknown sensor position.

After the positions of all sensors are determined we compute average error as follows:

\[
AR = \frac{\sum_{i=1}^{250} \sqrt{(x_i - x_i^*)^2 + (y_i - y_i^*)^2}}{250},
\]

where \((x,y)\) is a real sensor position and \((x^*,y^*)\) is estimated localization.

Tab.1. shows average results of 50 simulations for four different parameters.

<table>
<thead>
<tr>
<th>Parameters:</th>
<th>( R = 500 )</th>
<th>( R = 500 )</th>
<th>( R = 500 )</th>
<th>( R = 250 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varepsilon = 75 )</td>
<td>10.049</td>
<td>10.343</td>
<td>11.076</td>
<td>8.304</td>
</tr>
<tr>
<td>( \varepsilon = 50 )</td>
<td>19.286</td>
<td>20.838</td>
<td>23.899</td>
<td>18.471</td>
</tr>
<tr>
<td>( \varepsilon = 50 )</td>
<td>34.519</td>
<td>34.787</td>
<td>44.499</td>
<td>33.390</td>
</tr>
<tr>
<td>( \gamma = 10^\circ )</td>
<td>56.697</td>
<td>65.426</td>
<td>64.286</td>
<td>53.397</td>
</tr>
<tr>
<td>( \gamma = 10^\circ )</td>
<td>111.998</td>
<td>112.713</td>
<td>112.009</td>
<td>106.443</td>
</tr>
</tbody>
</table>

Tab.1. shows relation between average error in sensors localization and distance estimation error (parameter \( k \)) for different \( R, \varepsilon \) and \( \gamma \) parameters. These parameters are related to method of choosing three sensors used to find other sensor position. It can be seen that for the same \( k \), parameters \( R, \varepsilon \) and \( \gamma \) affect average error definitely.

We compared our method of sensor localization in wireless sensor networks with typical approach where three base stations (BSs) are placed on the edge of a field and distances to every node are measured. We consider tow cases. First when BSs are placed close to themselves (fig.6a). The other when they are placed in three different cornes of the field (fig.6b). Our method is represented by parameters \( R = 250, \varepsilon = 50 \) and \( \gamma = 10^\circ \). Results are showed on fig.7.
between average localization error ($AR$) and average distance estimation error ($k$) for methods that use base stations is linear. Because of error propagation in presented method $AR$ grows faster when $k$ increases.

5.2. Optimization technique

Efficiency of presented method depends on parameters $R$, $\varepsilon$ and $\gamma$. Based on our simulation results we can conclude that:
- to minimize an error one should increase $\varepsilon$ and $\gamma$. If three sensors are used to localize another one, error increases when these three sensors are close to themselves or they lie close to one line. Increasing $\varepsilon$ and $\gamma$ helps to avoid both situations.
- because we assumed that distance estimation error increases with distance, we should decrease $R$.

Of course, if $\varepsilon$ and $\gamma$ increases to much then it be impossible to find three sensors that meet up these conditions. The easiest way to solve this problem would be to use strict conditions first (relatively large $\varepsilon$ and $\gamma$). If it is not possible to find three sensors that meet up these conditions we should decrease requirements until we found three sensors. Doing so we have modified algorithm of finding three sensors (that will be used to find node $i$ localization) in following way:

1. put $z = 1$.
2. sort possible nodes $j_1 ... j_p$ (possible means those nodes that are closer than $R$) starting with sensor that have the lowest $\varepsilon$ parameter. In this way we have $j_1$ as a node with the lowest $\varepsilon$,$j_2$ with second lowest $\varepsilon$, etc.
3. choose $A = j_1$.
4. choose $B = j_m$ with $m\geq z$ that is at least $\varepsilon$ away from node $A$.
5. choose $C = j_n$ with $n> m$ in such way that the smallest angle in triangle formed by sensors $A$, $B$ and $C$ is bigger than $\gamma$.
6. if three nodes were chosen we can compute position of other node $i$ based on distances to nodes $A$, $B$ and $C$.
7. if it was impossible to choose three sensors with $z < p-2$, increase $z$ and repeat points 3-6.
8. if $z$ reached $p-2$ and we do not have points $A$, $B$ and $C$ it means that we cannot find three nodes that meet up required conditions ($\varepsilon$ and $\gamma$). Therefore we compute new values as follows:

$$\varepsilon = k_1 \cdot \varepsilon,$$

$$\gamma = k_2 \cdot \gamma,$$

where $k_1$, $k_2 < 1$ end repeat points 1-8.

Using presented algorithm we can find sensors $A$, $B$ and $C$. By knowing their positions and distances to node $i$ we can determine sensor $i$ localization.

To evaluate proposed algorithm we compared simulation results with results achieved when three base stations were put in three different corners of the field and they were used to localize sensors deployed in the area (as on fig.7b). Parameters for our algorithm were: $R = 250$, $\gamma = 60^\circ$, $\varepsilon = R \cdot \sqrt{3} / 2 \approx 288.68$, $k_1 = 0.95$, $k_2 = 0.975$.

Parameter $R$ was taken from previous simulations while $\varepsilon$ and $\gamma$ was set in such way that at the beginning, only sensors that form equilateral triangle inscribed in circle of radius $R$ can be chosen to compute another node position. Several values of $k_1$ and $k_2$ were tried out and $k_1 = 0.95$, $k_2 = 0.975$ was found to give the best results.

We have also compared results achieved using AoA method. Sensors localization was found using two base stations placed in positions (-100,-100) and (1000,-100) as is shown on fig. 8. To localize nodes on a field we used $a_1^*$ and $a_2^*$, such that:

$$a_{1,2}^* = a_{1,2} \pm k \cdot A,$$

where $a_{1,2}$ are angles from unknown node to base stations 1 and 2 respectively, $A$ is a random number in range (-1,1) and $k$ is a parameter that changes from 0.1 degrease (very accurate angle estimation) to 10 degrease (values up to 10 are reported to be typical for AoA solutions [11,13,15]).

![Fig.8. AoA method for sensors localization.](image)

Fig.9 shows simulation results (average error in finding sensors localization in function of $k$ or degrease). 3BS represents method where three base stations are placed in three different corners of the field. PM represents proposed method ($R = 250$, $\gamma = 60^\circ$, $\varepsilon = R \cdot \sqrt{3} / 2 \approx 288.68$, $k_1 = 0.95$, $k_2 = 0.95$). AoA are results achieved using AoA algorithm as described above. As we see on fig.9 results achieved using proposed method with presented algorithm give smaller average error comparing to typical solution that uses three base stations or AoA method.
algorithm our method is very competitive. It has several advantages and gives even smaller estimation error. Presented method should be investigated using real-life sensors what will be a subject of our future work.
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Abstract

In this paper are discussed detecting misbehavior mechanisms in ad hoc wireless sensors’ network. Term misbehavior is understood quite widely. A false-positives, communication error, spreading false information are treated as sorts of misbehaviors. A cause of those phenomena is insignificant; it can be hardware failure, environment impact or purposeful hostile action. The main idea of this work is to propose efficient and simple algorithms capable to detect misbehaviors basing only on local community agreement. Additionally adaptive mechanism should provide isolation of faulty components. Using proposed mechanisms it is possible to reduce the disturbances, fake positives or invalid alarms in sensors fields.

1 Introduction

Over the past few years distributed wireless sensor networks (WSN) have been the focus of considerable research for both civil and military applications. Sensors are generally constrained in on-board energy supply therefore efficient management of the network is crucial to extend the life of the system. Failures and disturbance are inevitable in sensor networks executing in hostile environments and due to their unattended deployment [1]. To achieve greater scalability of WSN the main direction of technological progress in WSN filed is to self-organizing autonomous systems [12][11]. Such systems are vulnerable to misbehaviors of nodes. The main reason of such situation is lack of centralized management. To achieve greater robustness and stability of the system, it is necessary to add mechanisms which will work locally and will be able to detect and isolate hostile or faulty action. Those mechanisms will not only ensure local robustness but also increase whole systems efficiency. Faulty sensors or data distortion cause that whole network infrastructure may needlessly transfer erroneous or even totally false information through the entire system. Such events usually cost additional power consumption of key elements of WSN (e.g. Cluster Heads). Therefore stopping this misbehavior on local level is very important.

The main aim of this project is to explore and propose innovative computational and algorithmic solutions that can produce agreeable results in presence of uncertainties thus reducing influence of sensors that work incorrectly or sensors which capture fake events due to disturbance or other environmental factors. The general concept of explored algorithms is based on local community agreement [8][9] and adaptive mechanisms which are based on simplify artificial immune systems [10]. This work was also inspired by mechanisms used in Byzantine Fault Tolerance [6].

2 Proposed Solution

Mechanism is based on local community agreement; local community has the best knowledge about situations in neighborhood area. Only local community can force the system to ignore misbehavior or hostile action. In Wireless Sensors Network it is quite hard to differentiate between a proper action or
misbehavior, because both have local range. But nowadays designs of WSN fields assume that sensors’ ranges are overlapping, and one event should be detected by few sensors. Assuming that fact it is possible to locally exchange information in order to decide if detected event in fact occurred or if it was a misbehavior caused by local interference or other factor.

Decision is based on measure defining reliability level of an event. The measure was called Event Reliability Factor (ERF). It is computed by every sensor in local community area. To append adaptive mechanisms to agreement algorithm each node keeps a reliability level NRF (Node Reliability Factor) of surrounding sensors. After every agreement process those coefficients are modified and updated. Sensor can make a decision to ignore the node which reliability ratio is lower than some predefined value.

So operation of adaptive misbehavior algorithm can be divided into three simple steps.

**Step one: (Detection of event).** An event is detected by some sensors. It is not known if the noticed event is true incident or misbehavior. The adaptive misbehavior algorithm is being initialized.

**Step two: (Local communication).** An exchange of information takes place within the surroundings of an event. Nodes collect information from each other and compute event reliability factor ERF.

**Step three: (Local decision and action).** Based on previously computed event reliability factor (ERF) each node classifies an event as a true event or misbehavior. True events are send further to the network (e.g. to Cluster Heads) while misbehaviors are blocked at the local level. If one of the nodes continuously tries to send some false information, its reliability level is decreased, and after reaching a frontier value it can be permanently excluded from communication (alerts raised by this sensor are ignored).

### 3 Mechanism’s Description

#### 3.1 Used symbols and abbreviations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERF</td>
<td>Event Reliability Factor</td>
</tr>
<tr>
<td>M(i)</td>
<td>message send by the i-th sensors</td>
</tr>
<tr>
<td>M(i) = &lt;EventID, NodeID, Info&gt;</td>
<td></td>
</tr>
<tr>
<td>M(i).EventID</td>
<td>Id of the event, each event has its own ID</td>
</tr>
<tr>
<td>M(i).NodeID</td>
<td>Id of the node which is broadcasting the message</td>
</tr>
<tr>
<td>M(i).Info</td>
<td>Information send in the message.</td>
</tr>
<tr>
<td>M(i).Info ∈ {0,1}</td>
<td></td>
</tr>
<tr>
<td>M(0)</td>
<td>Information detected by current sensor</td>
</tr>
<tr>
<td>NRF</td>
<td>Node Reliability Factor (NRF)</td>
</tr>
<tr>
<td>AR</td>
<td>Agreement Range (Radio communication range)</td>
</tr>
<tr>
<td>SR</td>
<td>Node Detection Range (Sensor’s Range)</td>
</tr>
<tr>
<td>LAT</td>
<td>Local Agreement Table – used to collect information received from surrounding sensors.</td>
</tr>
<tr>
<td>LNRT</td>
<td>Local Nodes Reliability Table</td>
</tr>
<tr>
<td>ECT</td>
<td>Event Classification Threshold</td>
</tr>
</tbody>
</table>

#### 3.2 Basic assumption:

- Nodes should be able to communicate with others surroundings nodes in a flexible manner (broadcast communication).
- Nodes should be capable of receiving and sending broadcast messages.
• Nodes should be able to change communication signal strength in order to configure communication range.

• Every part of field should be covered by detection range of several nodes.

### 3.3 Nodes’ state dependency chain

During execution if proposed algorithm following nodes’ states can be distinguished.

![Nodes’ state dependency chain](image)

**Standby state** – in this state all nodes are waiting for activation. Node can be activated in two ways: the event can be detected or message can be received.

**Active Communication State** – in this step the whole local communication is proceeding. To enter this state, the event must be detected or the message about detection of the event must be received. It is possible to enter Active Communication State directly from the Standby State or from the Passive Communication State.

**Passive Communication State** – node enters this state when it received a message about not detecting the event. This state is typical for nodes on the border of local community. It is possible for node to stay in this state to the end of the Agreement Session and return to standby state or to cross to the Active Communication State.

**ERF Calculation and Local Decision** – node enters this state after successful information exchange (Active Communication State). In this state each node calculates ERF and makes a decision about occurred event. Action carried in this state depends on the decision. It could be:

- Sending the information about event further in the network
- Nodes Reliability Factors Update
- Feedback mechanism

### 3.4 Adaptive misbehavior detection mechanism

#### 3.4.1 Building local community

Local nodes’ community is build using messages broadcasting within defined communication range AR. It is assumed that communication range should be similar to detection range of the sensors $AR \approx SR$. To obtain desired communication range a communication signal strength adjustment can be utilized.

![Local Community visualization](image)

Building optimal Local Community is crucial for efficient work of the misbehavior detection mechanism.

#### 3.4.2 Local Information Exchange (Agreement Session)

During Agreement Session, nodes exchange information about the occurred event. Two types of node’s state during Local Information Exchange can be distinguished.

1. Receiving and transmitting state (active state) – node is in this state when event was detected by the current node or when the node has received the message about the occurrence of the event.
2. Receiving state (passive state) – node is in this state when it receives a message informing that the event has not occurred. When node is in active state, it is clear that it should broadcast information about the detection of event regardless of the payload of the message. In passive state the messages are only received, non information is send unless node’s state is changed (state can be changed in case of detection the event or receiving the message with information about detecting the event). In both states all received messages are memorized. All received data are kept in Local Agreement Table by each node. In case when Agreement Session is over and the node state is still passive, whole received information is deleted and node returns to the standby state. When node is in active state after successful agreement session the Event Reliability Factor calculation step is initialized. There is problem with distinguishing one agreement session form another. In this work is proposed to use time to differentiate one Event from another. It is supposed that all received information about the events should be in some defined period of time and that are treated as the information about the same event. It is also proposed to identify each event with unique ID. Node which has first detected and broadcasted an information about the even to local community, defines the ID; other nodes intercept this ID and mark an event using this defined ID in further communication.

3.4.3 Event Reliability Factor calculation

After successful information exchange each node having taken part in Agreement Session acquires a LAT table with information about occurred event, to be precise each node has knowledge about state of surroundings sensors. Table below shows exemplary contents of LAT table.

<table>
<thead>
<tr>
<th>Node ID (i)</th>
<th>Event ID</th>
<th>Info</th>
</tr>
</thead>
<tbody>
<tr>
<td>342</td>
<td>34</td>
<td>0</td>
</tr>
<tr>
<td>234</td>
<td>34</td>
<td>0</td>
</tr>
<tr>
<td>644</td>
<td>34</td>
<td>0</td>
</tr>
<tr>
<td>341</td>
<td>34</td>
<td>1</td>
</tr>
<tr>
<td>235</td>
<td>34</td>
<td>0</td>
</tr>
</tbody>
</table>

TABLE I. LOCAL AGREEMENT TABLE

Reliability factors are computed utilizing this LAT table. In calculation process it is also used Local Node Reliability Table (LNRT). The LNRT contains the reliability factors of surrounding nodes; those factors can be change in order to adapt the algorithm to the new situation. In the beginning stage all NRF’s are initialized with 1. During adaptive mechanism those factors are changing. The following expression is used to compute Event Reliability Factor (ERF):

$$ ERF = \frac{\sum_{i=1}^{n} M(i) \cdot NRF_i \cdot Info_i}{\sum_{i=1}^{n} NRF_i} $$

M(i).Info – Information received from the i-th node

NRFi – Reliability factor of the i-th node. Future decision about event classification is based on this factor.

Using data from LAT shown above and data from LNRT shown below the ERF amounts 0.2.

<table>
<thead>
<tr>
<th>Node ID (i)</th>
<th>NRF(i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>342</td>
<td>0.9</td>
</tr>
<tr>
<td>234</td>
<td>0.9</td>
</tr>
<tr>
<td>644</td>
<td>0.8</td>
</tr>
<tr>
<td>341</td>
<td>0.9</td>
</tr>
<tr>
<td>235</td>
<td>1</td>
</tr>
</tbody>
</table>

TABLE II. LOCAL NODE RELIABILITY TABLE

3.4.4 Local Decision

After Event Reliability Factor calculation the decision is made. Classification of the event is simple. Event is recognized as true if Event Reliability Factor is equal or greater than some defined value. This value is called Event Classification Threshold ECT. It is assumed that this value should be set to 0.5. If it was decide that event is true, Nodes which have detected this event are allowed to send an information about this event further in the wireless network (e.g. to Cluster Head). But if event was recognized as false, it means that network deals with misbehavior of the node and further communication should be blocked.

3.4.5 Nodes Reliability Factors Update

After phase of Local Decision, each node updates its Local Node Reliability Table (LNRT). If the event
was recognized as false, reliability factors of nodes which sent different message are decreased. In case of true event detection, reliability factors of nodes in Agreement Session which sent information about detection of event are increased. This reliability factors are kept locally by each node. Currently there is no Nodes Reliability Factors exchange mechanism proposed.

\[
\text{If } ERF \geq ECT \\
\text{For each } i \text{ in LAT} \\
\text{If } M(i).Info = 0 \text{ then } NRF_i^- = \Delta NRF \\
\text{Else} \\
\text{For each } i \text{ in LAT} \\
\text{If } M(i).Info = 1 \text{ then } NRF_i^+ = \Delta NRF \\
\text{End If}
\]

Additionally a notification mechanism is proposed, if one of the node’s reliability factor is below some defined level, nodes which have detected such situation can notify e.g. Cluster Head about such situation. Such node can be excluded from the field or some repair mechanisms can be applied (e.g. the reboot command can be sent to such node).

**3.4.6 Feedback mechanism**

Some feedback mechanism is necessary to obtain greater stability of local sensors community. Because in this during Nodes Reliability Factors Update is quite often that sensors on borders of Local Community incorrectly update the nodes reliability factors. Such situation can be corrected easily. It is only necessary that each node is able to listen and try to detect a message send after successful Local Decision. This message is supposed to be received by cluster head, but there is no problem to detect this massage by the nodes. When the node detect the final information about the detected event, it is possible to note down this fact and use this information to correct mistakenly updated nodes reliability factors.

**3.1. Algorithm Diagram**

Below is shown a proposition of algorithm that should be applied for every node to obtain functionality proposed in this paper. After initialization node’s action can be triggered in both ways, node can collect information from sensor about detection of an event or it can receive a message from other node. Whole communication is based on broadcasting. Using Radio broadcast with defined signal strength is possible to build local community. Using the Timer and ActiveID identifier it is possible to distinguish one agreement session form another. ActiveID field indicates the active event’s agreement session. Whole local information exchange is simply based on receiving information from other nodes, adding it to local agreement table and broadcasting own information. After information exchange each node computes Event Reliability Factor, takes local decision and then an action is executed (sending or not sending the message further in the wireless network). After this it is possible to update a local nodes reliability table and if necessary correct it.

![Algorithm's Diagram](image)

**4 Simulation**

**4.1 About Simulation**

With the object of initial testing proposed mechanism, the simulator was build using Matlab environment. During numerous performed simulations an optimal set of arguments was established. It was discovered that an Agreement Range (AR) should be set to about 80% of Sensors Range. Using this setting a number of false positives are minimized. Sensors Range should be set to guarantee covering of every
field’s part with sensing range of several sensors. That means the proper sensors density should be assured. In simulation it was used 1000 nodes spread on field of 1000000 units², Sensing Range radius was set to 50 units and Agreement Range radius to 40 units.

4.2 Simulation’s Examples

Below is shown some simulation examples. On the three dimensional plots the distribution of event reliability factor is being shown. The factor distribution is shown with reference to the event classification threshold and in absolute way. On figure showing sensor field, marked dots are the nodes which took place in Local Agreement. The x shows the location of the event. The dots surrounded by circle are nodes which send information about detection of the event.

4.2.1 True event correctly classified

Figure 7. Sensor field with simulation of the event

Figure 8. Absolute distribution of event reliability factors

Figure 9. Reliability factor distribution with reference to the event classification threshold

On the figures above it is shown the distribution of the events’ reliability factors. As it is easily to observe that the reliability factor is above the Event Classification Threshold ($ECT=0.5$). The location of the maximum of the factor shows us the approximate position of the event.
4.2.2 False event correctly classified as misbehavior of the node

On the figures above it is shown the distribution of events the reliability factors. As it is easily to observe that the reliability factor is far below the Event Classification Threshold (ECT=0.5). This means that one of the node misbehaves and tries to send false information.

4.2.3 Adaptation process

On figures below is shown an adaptation process. One of the sensors continuously sends the information about detection of the event, surroundings sensors decide that no event has occurred. In consecutive steps the reliability factor of misbehaving node is decreased. Thus whole distribution of the event reliability factors is also decreased.
At the last figure we see that the signal broadcasted by the misbehaving node was completely ignored.

5 Conclusion

The main idea of this work was to extend Wireless Sensors functionality by adding some misbehavior detection mechanisms. The key task of these mechanisms is to reduce influence of single disturbance or false alarms in the field of sensors. The core assumption was to do it locally in the sensor field, because WSNs becoming more and more autonomous so the mechanism used in such networks should be independent of centralized management. The majority of decision should be performed on a local field. This idea can be compared to a society that locally copes with problems using basics of democracy. To perform this task we used an algorithm which development was inspired by solutions known form false tolerance commonly named the Byzantine False Tolerance, Artificial Immune Systems and Swarm Intelligence. Despite of a rather high cost of additional communication we attempted to add those properties to Wireless Sensors Networks. Our innovative approaches and positive results of our initial simulation gives us a certain level of confidence that we are on a right track however further real-life experiments are required. In our future work we are thinking about adding some additional properties for our algorithmic solutions. For example, by adding some pattern recognitions know from the adaptive Artificial Immune Systems.
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Abstract

In this paper, an automatic lighting controller designed and built using a wireless sensor network indoor positioning technology is described. This controller can autonomously track actors during a real-time theatrical performance. Kalman filter and 3-D trilateration technologies were used with Cricket wireless sensors to implement this system. In addition, an entertainment industry standard protocol DMX-512 and an efficient calibration method were applied to realize remote computerized fixture control. As far as we know, this controller is the first application of wireless sensor networks in the theater arts area. A successful public performance concert at the University of Arizona validated the performance of the system.

1 Introduction

In this paper, we propose an automatic moving light controller which was built using a wireless sensor network (WSN for short) based indoor positioning technology. WSN is an interconnected wireless system of typically small low power electronic sensors that provide ubiquitous sensing and computing capabilities, through which the controller tracks the position of actors on the stage. It controls the light instruments to illuminate the actors as needed [2]. In contrast with traditional systems that rely on pre-programmed sequences, this system provides autonomous abilities to control the moving lights in real-time.

Modern stage lighting plays an important part in a performance. The director can use the lights to alter the perception of shapes, direct audiences’ attention, set the mood of a scene, establish position in time and day, and trigger a variety of events.

To achieve these various objectives, different types of lighting instruments and related control systems are implemented. One modern instrument which appeared in theaters in the early 1980’s is an intelligent fixture (or moving light). An intelligent fixture allows remote control of the movement of a light beam either by moving a mirror that reflects the beam in front of the lens, or by moving the whole fixture itself.

Traditionally, the moving light is pre-programmed by the lighting designer before a real time performance [9]. It is like an industrial manipulator that can only play-back what has been memorized during a training session. There are no automatic lighting devices that can track and follow actors during a show because they lack real time position information. We wanted to build a system which obtains the position of actors in real time and controls the beam of the intelligent fixture automatically.

In the next section, we briefly review previous work. In Section 3 we describe the High Accurate Positioning subsystem including the wireless sensor network, Kalman filter, and the 3-D trilateration algorithm. In Section 4, we present the automatic lighting control subsystem. Section 5 describes the whole system setup and implementation. In Section 6, the experiment and real performance results in the theater of the University of Arizona are presented. Section 7 discusses future work.

2 Related Work

Theater lighting is one of the most important features in modern theater performance. In Disney’s “Beauty and the Beast”, which opened at the Dominion Theater in London 1998, there were 1240 lighting units, with different levels of intensity, changing color and focus on moving objects at different times [6]. In that performance, sixty seven automated fixtures were used, which communicated with the control desk via the DMX 512 protocol, an entertainment industry standard based on RS485 to change the pan, tilt, intensity, color and gobo. These fixtures usually utilize com-
pact arc lamps as light sources. They use servo motors or stepper motors connected to mechanical and optical devices to manipulate light before it emerges from the fixture’s front lens. Currently, there are several different manufacturers working in the market, such as Highend, Vari Lites, SGM Light Technology etc. In our project, a Highend Studio Beam system was used.

Besides the lighting system, another necessary component of the automatic lighting device is the positioning system. Today, thanks to satellite navigation systems such as GPS, the outdoor positioning is reliable and convenient [10]. However, although GPS signals are free to everyone, there are blind spots, especially inside buildings, and the accuracy of a GPS tracking system is inadequate for indoor applications.

There are several indoor positioning technologies available [3] [4] [5] that can offer higher accuracy than the outdoor location systems within a confined space. One system uses an RF signal of wireless AP or Bluetooth devices to locate objects. They measure distance between the transmitter and the receiver based on Received Signal Strength Information (RSSI). Another measurement technology is called Time Difference of Arrival (TDOA), which can be implemented by ultra wide band (UWB) technology or ultrasonic pulse. Image processing is another method. Among all the available techniques, a wireless sensor network is a relatively new and advanced technology because the wireless sensor networks integrate technologies from sensing, communications and computing to small individual sensors which can be deployed into the indoor environment flexibly.

The location accuracy requirements of an indoor positioning system can be grouped into three classes: low accuracy at room-scale, medium accuracy around 1 meter and high centimeter-scale accuracy. The requirements of the automatic lighting system are reliable coverage and high accuracy within 10 centimeters. RSSI technology does not require complex hardware, but it is difficult to measure precise distance and estimated position. Image processing technology cannot adapt to complex lighting and background variations in a theater environment. Ultrasonic pulse TDOA devices offer high accuracy at a few centimeters without requiring complicated hardware such as UWB. Thus, they are a suitable positioning part of the lighting system. The Active Bat and Cricket systems are two successful products of this type. For this project, we used the Cricket system.

The Cricket Location-Support System was first developed at MIT’s Artificial Intelligence Laboratory and is now distributed by Crossbow Technology. The Cricket system is a decentralized wireless sensor network which tracks objects using the TDOA between radio frequency and ultrasonic signals, which provides high accuracy distance measurement (within 1 cm). By using MICA2 platform [11], we can build a small wireless sensor network that consists of several fixed mounted beacons, and one listener which can be carried by the actor to achieve tracking goals. Detailed information about the Cricket application will be provided later in this paper.

3 High Accuracy Positioning

Because theater applications have high tracking accuracy requirements, Cricket is used as the positioning sensors in the automatic lighting project. Cricket consists of nodes which are small wireless sensors. Each node consists of a radio frequency (RF) transceiver, an ultrasonic sender and receiver, and a microcontroller. The positioning system uses distance information acquired from Cricket nodes to estimate the exact 3-D coordinates of the actor.

3.1 Wireless sensor network

There are two kinds of Cricket nodes: 1) beacons that usually act as reference points of the location system and are typically attached to the ceiling of a building, and 2) listeners that are attached to actors so that the system can determine their location. Beacons periodically transmit RF messages containing the unique beacon-identifier (ID). At the same time, they also send an ultrasonic pulse. The transmission is not centrally coordinated. Listeners listen to beacon transmissions and measure distances to nearby beacons by comparing the time difference of the RF message and the ultrasonic pulse. Then the listener transfers the estimated distances to a super node through a bluetooth adaptor. The super node is a computer that has computational power for further operations including trilateration and lighting control. Fig. 1 is the schematic diagram of the wireless sensor network.

![Figure 1. Cricket Sensor Network](image-url)
3.2 Kalman filter

The Kalman filter is one of the most popular mathematical tools used for noisy sensor measurement by stochastic estimation [11]. In practice, it is difficult to get the an exact solution because of noise and device errors. The noise of the distance difference of ultrasonic and RF signals mainly comes from sound reflection or other effects. The Kalman filter is an efficient recursive filter that estimates system states from sequential noisy measurements by exploiting the dynamic of the target. The system maintains a table of the distance estimations between a listener and beacons in realtime. When a listener receives distance information from a beacon, the system uses the error between the current distance information and the new one to update the distance table. A Kalman filter is implemented as the correction phase.

Following are the system time update equations.

\[ \hat{x}_k^- = A \hat{x}_{k-1} + Bu_k \]  
\[ P_k^- = AP_{k-1}A^T + Q \]  
\[ z_k = Hx_k + v_k \]

Where \( x_k \) is the system state, \( \hat{x}_k^- \) is a priori state estimate at step \( k \), and \( \hat{x}_k \) is the posteriori state estimate at step \( k \). \( P_k^- \) is a priori estimate error covariance and \( P_k \) is the posteriori estimate error covariance. \( A \) is the state equation that describes the relation of the previous state and current estimated state. \( B \) relates the previous distance difference \( u \) to the state \( x \). In this application, the matrix \( A \) and \( B \) are \( I \); \( Q \) is the process noise covariance; \( z_k \) is the measurement value, \( v_k \) is the measurement noise and \( H \) is the measurement matrix, which is also equal to \( I \) in this application. In practice, \( z_k \) can be measured directly, so equation (3) is not necessary, but the measurement innovation \( z_k - H \hat{x}_k^- \) is important in the measurement update step.

The Kalman gain equation is shown in the following:

\[ K_k = P_k^- H^T (HP_k^- H^T + R)^{-1} \]

Where \( R \) is the measurement noise covariance.

According to the time update equations and the Kalman gain \( K_k \), the estimate state and error covariance can be updated by equations (5) and (6).

\[ \hat{x}_k = \hat{x}_k^- + K_k (z_k - H \hat{x}_k^-) \]  
\[ P_k = (I - K_k H) P_k^- \]

Fig. 2 is the graph of a simulation of distance measurement. The x-axis is simulation time and the y-axis is distance information. The “+” indicates information got from the sensors, the curve shows the estimated distance. The Kalman filter can indicate distance without being influenced by noise.

If error is significant, there will be a big shock wave as shown in Fig. 3. In that simulation, at \( t=10s \), an error measurement of around 100 centimeters was received. Although the system steadied after a while, the big shock is not acceptable.

To minimize such effects, a logical estimation is applied in addition to the complete computation iteration of the Kalman filter. The distance from the sensor will be considered as incorrect and removed if it is too far away from the estimated distance. However, from [1], a serial small distance error may cause the Kalman filter to go into a bad state that treats all of the correct distance information as incorrect. So if continuous incorrect distance information is detected, the filter will know it is in the bad state because the integration of the error will be greater than a predefined threshold. Therefore, the system will clear all the information and start the filter from the initial state again. Using the self-reset mechanism, the filter can eliminate the serious infection from incorrect data.
3.3 3-D trilateration

The object of the positioning system is to acquire the coordinates of the target. When using the Kalman filter, the distances of the target (listener) and reference points (beacons) can be known. Trilateration is a method to determine the object position by some reference points with known locations. Like a GPS, the 3-D space tracking system needs trilateration to detect the position of an object. Assume the object is at position \( P_0 \), there are known reference points \( P_1 \) to \( P_n \), and all of these points are in 3-D Cartesian coordinate system. If the precise distances from the reference points to the object are known, equations can be derived as follows:

\[
\begin{align*}
    |P_0 - P_1| &= D_1 \\
    |P_0 - P_2| &= D_2 \\
    |P_0 - P_n| &= D_n
\end{align*}
\]  

(7)

Where \( P_0 \ldots P_n \) are the coordinate vectors of the object and reference points and \( D_1 \ldots D_n \) are the distances between the object and reference points. In a general 3-D application, 4 reference points are needed to solve the equations. If the redundant solution can be eliminated easily, 3 reference points are enough, e.g., mounting the sensors on the roof and tracking people walking on the floor, two different coordinates will be observed by the trilateration of the 3 reference points, but one of them will be removed because it is over the roof.

Theoretically, the coordinate information of the target can be obtained by solving the equations 7. But device errors or inaccuracy cannot be eliminated by the Kalman filter. There is an example in Fig. 4.

![Figure 4. Trilateration Problem](image)

There are many algorithms that have been proposed for solving nonlinear equations. The least square algorithm is a popular one that can be adopted to acquire the approximated solution of trilateration. In order to estimate the 3-D position from three measured distances \( D_i \), the algorithm updates the position estimate \( \hat{P} \) to minimize the cost function \( E \). The cost function is the sum of the errors between the measured and the estimated distance.

\[
E(\hat{x}) := \sum_{i=1}^{3} (D_i - |P_x - P_i|^2)
\]  

(8)

In equation (8), \( D_i \) is the distance information obtained from the sensor, \( P_x \) is the estimated position of the target and \( P_i \) is the position of the reference points. In order to solve the nonlinear problem, the Newton method is applied.

The Newton method is an efficient root-finding algorithm for solving nonlinear equations. The idea is as follows: one point is selected from the equations and then the functions are replaced by their gradients. The roots of the gradients are a better approximation than the original point. This iterated equation is:

\[
\hat{x}_{k+1} = \hat{x}_k - J_k^{-1} E(\hat{x}_k)
\]  

(9)

In equation (9), \( \hat{x}_k \) is the estimated position of the target in \( k \)th iteration, \( E(\hat{x}_k) \) is the cost function, and \( J_k \) is the Jacobean matrix \( \partial E(\hat{x}_k)/\partial \hat{x}_k \).

For the application mentioned earlier, in which three reference points are required, the Jacobean matrix is:

\[
J = \begin{bmatrix}
2(\hat{x} - x_1) & 2(\hat{y} - y_1) & 2(\hat{z} - z_1) \\
2(\hat{x} - x_2) & 2(\hat{y} - y_2) & 2(\hat{z} - z_2) \\
2(\hat{x} - x_3) & 2(\hat{y} - y_3) & 2(\hat{z} - z_3)
\end{bmatrix}
\]  

(10)

Where \( \hat{x}, \hat{y}, \hat{z} \) are the Cartesian coordinate of estimated position. \( x_k, y_k, z_k \) are the coordinate of reference points.

In this application, the inversion of the Jacobean matrix has been computed offline and embedded inside the tracking program to speed up the processing time. This makes 3-D tracking in real time become reality. The Newton method is quite simple, so it is easy to embed it into the sensor nodes without massive computational power consumption.

4 Automatic Lighting Control

To control the beam pointing to the known spot obtained from the positioning system, coordinate transfer and a DMX-512 controller are used.

Fig. 5 shows the coordinate transfer process. Because the intelligent fixture has two degrees of freedoms, pan and tilt, while the positioning system provides the target information with Cartesian coordinates \( (x, y, z) \), a mapping is needed to transfer the coordinates.

4.0.1 Global coordinate

As shown in Fig. 5, a global coordinate can be set up in the theater, so the position of the target is \( P_t = (x_t, y_t, z_t) \).
Figure 5. Coordinate Transfer

and the position of the light is \( P_l = (x_l, y_l, z_l) \). Because the light position is fixed, the mapping relation is only a function of target position \( P_t \) to the Pan and Tilt.

\[
\text{Pan} = \arctan \left( \frac{x_t - x_l}{y_t - y_l} \right) + \text{Pan}_{\text{offset}} \tag{11}
\]

\[
\text{Tilt} = \arctan \left( \frac{(x_t - x_l)^2 + (y_t - y_l)^2}{z_l - z_t} \right) + \text{Tilt}_{\text{offset}} \tag{12}
\]

Where the \( \text{Pan}_{\text{offset}} \) and \( \text{Tilt}_{\text{offset}} \) are the offsets of the device input that makes the intelligent fixture fit the global coordinate exactly.

4.0.2 Calibration

An issue with equation (11) is that it assumes the position of the light \( P_l = (x_l, y_l, z_l) \) as a known parameter. In practice, it is hard to measure the exact position of the moving lights, which are quite heavy, because they are usually fixed on the ceiling, unlike the wireless sensors which can be mounted flexibly. Calibration is an easy solution in this situation. Calibration is the process setting the magnitude of the output to the magnitude of the input property. In this application, the calibration process is defined as follows:

1. Build the global coordinate system, set up the original spot.
2. Mount the wireless sensors carefully, making sure they can get the position information correctly.
3. Fix the moving light on the roof.
4. Select three points in the theater, get the coordinates by the positioning system.
5. Control the light beam to point to the selected points manually, recording the Pan and Tilt respectively.
6. Use the coordinate of points and the direction of the moving fixture as known parameters in equation (11).
7. Solve the equations by numerical function and get the position of the light which is \( P_l = (x_l, y_l, z_l) \).

4.1 DMX-512 controller

There is a special protocol used by intelligent lighting devices, namely DMX 512 [8]. DMX 512 is an entertainment industry standard based on RS485, which is mainly used to control stage lighting. Each DMX cable can support 512 channels. Thus, the controller can transmit up to 512 8-bit values at one time. Depending on the kind of device, each intelligent fixture requires 20 to 40 channels. Data are transmitted at the speed of 250kbps. There are 513 bytes in one package, which are 512 byte values of the 512 channels and 1 byte start code. Therefore, the refresh rate of the light device is 44Hz, which is enough because the mechanical delay of the intelligent light is relative large.

In our application, a USB to DMX converter is used to help the computer send and receive DMX packages.

5 System Setup

The entire system is the integration of the positioning subsystem and the lighting control subsystem. The system framework is shown in Fig. 6.

5.1 Cricket sensors

Eight Cricket sensor nodes were used to build the positioning system. One of them is configured as the listener, which is carried by the actor. The other seven nodes are beacons that send RF ID and ultrasonic pulses periodically. The time interval of each transmission is pre-configured between 400 ms and 800 ms to provide enough refresh frequency with a low collision rate. The basic Cricket sensor
system requires the listener to connect to a computer directly through a serial cable. In our application, this is not acceptable in our application because an actor cannot carry a long cable during the performance. To solve this problem, a serial to bluetooth converter was used to build a wireless communication channel.

5.2 Highend Studio Beam

Highend Studio Spot 250 [7] is the intelligent fixture used in the automatic lighting system. The fixture can rotate $540^\circ$ in pan and $270^\circ$ in tilt. An optical encoder guarantees position accuracy. The fixture uses 18 DMX channels to control position, light, color, gobo, etc. During the performance, the data related to light, color and gobo can be changed remotely on the computer, and the pan and tilt data will change automatically.

6 Experiment and Performance

To validate the automatic lighting system, some experiments and performance results are presented. The listener sensor and the bluetooth converter were carried by the actor. The sensor was on the shoulder and faced up so that it could receive the ultrasonic signals without problems. The other devices were mounted on the waist, which is similar to carrying a wireless microphone. Another bluetooth receiver was plugged into the control laptop. A special hexagonal frame was made by a stainless steel pipe, each side of which was 9 feet (272.7 cm). The seven beacons were mounted on the vertexes and the center of the frame. The frame was hung on the top of the theater so that the sensors covered a large round area. When the actor entered the area, the beam of the intelligent fixture tracked him or her. The experimental program GUI is shown in Fig. 7. It was written in C++ and displays the position of the target in real time.

Table 1. DMX channel setup of the fixture

<table>
<thead>
<tr>
<th>Channel</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pan, coarse adjustment</td>
<td>0-255</td>
</tr>
<tr>
<td>2</td>
<td>Pan, fine adjustment</td>
<td>0-255</td>
</tr>
<tr>
<td>3</td>
<td>Tilt, coarse adjustment</td>
<td>0-255</td>
</tr>
<tr>
<td>4</td>
<td>Tilt, fine adjustment</td>
<td>0-255</td>
</tr>
<tr>
<td>12</td>
<td>Shutter, close or open</td>
<td>0-23, 232-255</td>
</tr>
<tr>
<td>13</td>
<td>Dim, close or open</td>
<td>0, 255</td>
</tr>
</tbody>
</table>

6.1 Fixture setup

The bottom-up fixture was hung from the ceiling. One long DMX cable was used for communication between the fixture and the laptop. The start DMX channel number of the fixture was set to 1, so that the channels used during the performance were as in Table 1. The other channels were not used and were set to 0. As an example, if the position requirement of the fixture is that Pan equals $270^\circ$, Tilt equals $135^\circ$ and the beam is on, then the data of channel one and three should be set to 127; the data of channel 12 and 13 should be set to 255, and so on.

6.2 Experiment and Performance results

In the experiment, as soon as the actor carrying the listener sensor entered the sensing area, the automatic lighting system would illuminate him until he left the valid field. The experiment results show that the tracking system achieved accurate indoor wireless tracking. Tracking error was within 5 centimeters and the average system latency was 60 ms.

After several experiments, the automatic lighting system was used in the Crosstalk concert performance at the University of Arizona on May 6th, 2006, shown in Fig. 8. The performance was the first attempt ever to use an automated fixture in a real time performance.

Figure 7. Tracking Program GUI

Figure 8. Crosstalk Performance
7 Future work

The wireless sensor network based automatic lighting controller described in this paper is the first autonomous lighting system based on wireless sensor networks used in a real performance. The performance was successful and validated the system. A drawback of the system is relatively long latency, especially when an actor is moving at a high speed. Another issue is that the sonar sensor can be blocked by obstacles causing the tracking system to lose the target. Our future work is to minimize the latency of the system and to try to utilize a more robust sensor setup.
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Abstract

This paper deals with dynamic scheduling in real-time systems that have Quality of Service requirements. We assume that tasks are periodic and may miss their deadlines, occasionally, as defined by the so-called Skip-Over model. In this paper, we present a dynamic scheduling algorithm, called RLP (Red as Late as possible), a variant of Earliest Deadline to make slack stealing and get better performance in terms of ratio of periodic task instances which complete before their deadline. Simulation results show that RLP outperforms the two conventional skip-over algorithms, namely RTO (Red Tasks Only) and BWP (Blue When Possible), introduced about ten years ago. Finally, we present the integration of these QoS scheduling services into CLEOPATRE\textsuperscript{1}, a free open-source library which offers selectable real-time facilities on shelves.

1. Introduction

Real-time systems are computer systems in which the correctness of the system depends not only on the logical correctness of the computations performed, but also on time factors. Real-time systems can be classified in three categories: hard, soft and weakly-hard.

In hard real-time systems, all instances must be guaranteed to complete within their deadlines. In those critical control applications, missing a deadline may cause catastrophic consequences on the controlled system.

For soft real-time systems, it is acceptable to miss some of the deadlines occasionally. It is still valuable for the system to finish the task, even if it is late.

In weakly-hard real-time systems, tasks are allowed to miss some of their deadlines, but there is no associated value if they finish after the deadline. Typical illustrating examples of systems with weakly-hard real-time requirements are multimedia systems in which it is not necessary to meet all the task deadlines as long as the deadline violations are adequately spaced.

There have been some previous approaches to the specification and design of real-time systems that tolerate occasional losses of deadlines. Hamdaoui and Ramanathan in [1] introduced the idea of (m,k)-firm deadlines to model tasks that have to meet m deadlines every k consecutive invocations. The Skip-Over model was introduced by Koren and Shasha [2] with the notion of skip factor. It is a particular case of the (m,k)-firm model. They reduce the overload by skipping some task invocations, thus exploiting skips to increase the feasible periodic load.

In this paper, we address the problem of the dynamic scheduling of periodic task sets with skip constraints. In this context, the objective of a scheduling algorithm is to maximize the effective QoS (Quality of Service) of periodic tasks defined as the number of task instances which complete before their deadline.

The remainder of this paper is organized as follows: Section 2 presents relevant background materials about the Skip-Over model. We describe two basic scheduling algorithms, namely RTO and BWP which are based on this model. In section 3, we recall the foundation of EDL (Earliest Deadline as Late as possible) algorithm, a specific method to optimize system slack by running the hard deadline tasks at the latest time while still guaranteeing their timing requirements [3]. Then, we show how to use EDL for providing an efficient scheduling algorithm called RLP (Red as Late as Possible) for the Skip-Over model. Simulation results are reported in section 4 in order to show RLP performances compared to RTO and BWP. In section 5, we provide an algorithmic...
description of the RLP scheduler. In section 6, we present the integration of these QoS scheduling services into CLEOPATRE, a free open-source library which offers selectable real-time facilities on shelves and we report measures in terms of footprint and time overheads. Section 7 summarizes our contribution and gives directions for future works.

2. Background materials

2.1. The skip-over model

In what follows, we consider the problem of scheduling periodic tasks which allow occasional deadline violations (i.e., skippable periodic tasks), on a uni-processor system. We assume that tasks can be preempted at any time and they do not have precedence constraints. A task $T_i$ is characterized by a worst-case computation time $C_i$, a period $P_i$, a relative deadline equal to its period, and a skip parameter $s_i$. This parameter represents the tolerance of this task to miss deadlines. That means that the distance between two consecutive skips must be at least $s_i$ periods. When $s_i$ equals to infinity, no skips are allowed and $T_i$ is a hard periodic task. So, the skip parameter can be viewed as a QoS metric (the higher $s_i$, the better the quality of service).

Every task $T_i$ is divided into instances where each instance occurs during a single period of the task. Every instance of a task is either red or blue [2]. A red task instance must complete before its deadline; A blue task instance can be aborted at any time. However, if a blue instance completes successfully, the next task instance is still blue.

2.2. RTO and BWP algorithms

Two scheduling algorithms were introduced about ten years ago by Koren and Shasha [2]. Under the Red Tasks Only (RTO) algorithm, red instances are scheduled as soon as possible according to Earliest Deadline First (EDF) algorithm [4], while blue ones are always rejected.

The Blue When Possible (BWP) algorithm is an improvement of RTO. Indeed, BWP schedules blue instances whenever their execution does not prevent the red ones from completing within their deadlines. In other words, blue instances are served in background relatively to red instances.

2.3. Earliest Deadline as Late as possible

Let us review the fundamental properties of EDF algorithm, stated in [3] and [5] which are the basic foundation of our approach for scheduling tasks in the skip-over model. In general, implementation of EDF consists in executing tasks according to their urgency, as soon as possible with no inserted idle time. Such implementation is known as EDS (Earliest Deadline as Soon as possible).

Nevertheless, in some applications, this implementation presents drawbacks, for example when soft aperiodic tasks need to be served with minimal response times. In that case, it is preferable to postpone execution of periodic tasks, executing them by the so called EDL (Earliest Deadline as Late as possible) strategy. Such approach is known as Slack Stealing since it makes any spare processing time available as soon as possible. In doing so, it effectively steals slack from the hard deadline periodic tasks.

A means of determining the maximum amount of slack which may be stolen, without jeopardizing the hard timing constraints, is thus key to the operation of the EDL algorithm. In [3], we described how the slack available at any current time can be found. This is done by mapping out the processor schedule produced by EDL for the periodic tasks from the current time up to the end of the current hyper-period (the least common multiple of task periods). This schedule is constructed dynamically whenever necessary and is computed from a static EDL schedule which is constructed off-line and memorized by means of the two following vectors:

- $K$, called static deadline vector. $K$ represents the time instants from 0 to the end of the first hyper-period, at which idle times occur and is constructed from the distinct deadlines of periodic tasks.
- $D$, called static idle time vector. $D$ represents the lengths of the idle times which start at time instants of $K$.

The complexity for computing the EDL static schedule is $O(N)$ where $N$ is the total number of periodic instances in the hyperperiod.

At run time, the dynamic EDL schedule is updated from the static one by taking into account the execution of current ready tasks. It is described by means of the two following vectors:

- $K_t$, called dynamic deadline vector. $K_t$ represents the time instants posterior to $t$ in the current hyperperiod, at which idle times occur.
- $D_t$, called dynamic idle time vector. $D_t$ represents the lengths of the idle times that start at time instants given by $K_t$.

The complexity for computing the EDL dynamic schedule is $O(K.n)$ where $n$ is the number of periodic tasks, and $K$ is equal to $\lceil R/p \rceil$, where $R$ and $p$ are respectively the longest deadline and the shortest period of current ready tasks [5].
3. The RLP algorithm

3.1. Principles of RLP algorithm

The objective of RLP algorithm is to bring forward the execution of blue task instances so as to minimize the ratio of aborted blue instances, thus enhancing the QoS (i.e., the total number of task completions) of periodic tasks. From this perspective, RLP scheduling algorithm, which is a dynamic scheduling algorithm, is specified by the following behavior:

- if there are no blue task instances in the system, red task instances are scheduled as soon as possible according to the EDF (Earliest Deadline First) algorithm.
- if blue task instances are present in the system, they are scheduled as soon as possible according to the EDF algorithm (note that it could be according to any other heuristic), while red task instances are processed as late as possible according to the EDL algorithm. Deadline ties are always broken in favor of the task with the earliest release time.

The main idea of this approach is to take advantage of the slack of red periodic task instances. Determination of the latest start time for every red instance of the periodic task set requires preliminary construction of the schedule as described previously and taking skips into account [6]. In the EDL schedule established at time t, we assume that the instance following immediately a blue instance which is part of the current periodic instance set at time t, is red. Indeed, none of the blue task instances is guaranteed to complete within its deadline.

Moreover, in [5] it was proved that the online computation of the slack time is required only at time instants corresponding to the arrival of a instance while no other is already present on the machine. In our case, the EDL sequence is constructed not only when a blue task is released (and no other was already present) but also after a blue task completion if blue tasks remain in the system (the next task instance of the completed blue task has then to be considered as a blue one).

Note that blue tasks are executed in the idle times computed by EDL and are of same importance beside red tasks (contrary to BWP which always assigns higher priority to red tasks).

3.2. Illustrative example

To illustrate RLP, let us consider a set of five periodic tasks \( T = \{T_0, T_1, T_2, T_3, T_4\} \) whose parameters (computation time and period) are described in Table 1. We assume that all the tasks have the same skip parameter \( s_i = 2 \). We note that the processor utilization factor i.e the processing workload for this task set is equal to 1.15 and consequently some instances will necessarily miss their deadlines. It can be observed on Figure 1 that, thanks to RLP scheduling, the number of deadline violations relative to blue task instances has been reduced to three.

**Table 1 : Task parameters**

<table>
<thead>
<tr>
<th>( T_0 )</th>
<th>( T_1 )</th>
<th>( T_2 )</th>
<th>( T_3 )</th>
<th>( T_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_i )</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>( P_i )</td>
<td>30</td>
<td>20</td>
<td>15</td>
<td>12</td>
</tr>
</tbody>
</table>

4. Experimental results

4.1. Simulation parameters

The simulation context includes 50 periodic task sets, each consisting of 10 tasks with a least common multiple equal to 3360. Tasks are defined under QoS constraints with uniform \( s_i \). Their worst-case execution time depends
on the setting of the periodic load $U_p$. Deadlines are equal to the periods and greater than or equal to the computation times. Simulations have been processed over 10 hyper-periods. Measurements rely on the success ratio i.e. the ratio of periodic tasks instances which complete before their deadline. The evaluation is done by varying the periodic task load, $U_p$.

4.2. Observations

Simulation results reported in Figure 2 and Figure 3 are carried out for a skip parameter $s_i$ equal to 2 and 6 respectively, varying the periodic load and measuring the percentage of periodic task instances that complete successfully.

We observe that, for any skip parameter and any processor workload, BWP and RLP outperform RTO for which the resulting QoS is constant and minimal. For $U_p \leq 1$, the processor is under-loaded, and both BWP and RLP success in completing all blue tasks instances which are respectively executed after and before red task instances. In overload situations, RLP reveals better than BWP and, higher is the skip parameter more significant is the advantage of RLP over BWP.

5. Implementing the RLP scheduler

The RLP scheduler is performed by the RLP $\text{schedule()}$ function, reported hereafter. In our implementation, the scheduler maintains three task lists which are sorted in increasing order of deadline: waiting list, red ready list and blue ready list.

- waiting list: list of waiting tasks.
- red ready list: list of red scheduled tasks
- blue ready list: list of blue scheduled tasks

Note that tasks in the red ready list are always performed before any one present in the blue ready list. At RLP $\text{schedule()}$ invocation time, the currently running task is the default candidate to run next.

```
RLP schedule(t : current time)
begin
/*Checking blue ready list in order to abort tasks*/
while (task=next(blue ready list)=not(Ø))
  if (task->release time+task->critical delay<t)
    break
endif
Pull task from blue ready list
Put task into waiting list
Endwhile

/*Checking waiting list in order to release tasks*/
while (task=next(waiting list)=not(Ø))
  if (task->release time>t)
    break
  endif
  if ((task->current skipvalue<task->max skipvalue) and (Slack(t)=0))
    Pull task from waiting list
    Put task into red ready list
  else
    if (blue ready list=Ø)
      Compute EDL_schedule
    endif
    if (Slack(t)!=0)
      Pull task from waiting list
      Place task into blue ready list
    endif
  endif
Endwhile

/*Checking red ready list in order to suspend tasks*/
while (task=next(red readylist))=not(Ø))
  if (blue ready list=not(Ø)) and (Slack(t)!=0)
    Pull task from red ready list
    Put task into waiting list
  endif
Endwhile
```

The RLP schedule() routine proceeds in three steps. In the first one, it examines blue ready list in order to or abort one or several blue tasks which have reached their deadline. The waiting list is scanned in the second step so as to resume tasks whose release time is less than or equal to current time. Red tasks are put in the red ready list when there is no slack at current time, contrary to blue ones released only when there is an idle time.

Slack value at time \( t \) is the output of the \( \text{Slack}(t) \) function, obtained from the EDL schedule. Such schedule is defined by computing the length of every processor idle time which follows every task deadline in the current hyper-period. In the last step, the red ready list is examined in order to suspend red ready tasks (released before current time), provided the blue ready list is not empty and there is slack at current time i.e. surplus processing time.

6. Integration in a free operating system

6.1. The Cleopatre library

A library of free software components was developed within the French National project CLEOPATRE (Software Open Components on the Shelf for Embedded Real-Time Applications) in order to provide more efficient and better service to real-time applications. Our purpose was to enrich the real-time facilities of real-time Linux versions, such as RTLinux [7] or RTAI [8]. RTAI was the solution adopted for this project because we wanted the CLEOPATRE components to be distributed under the LGPL license which is also the one used in the RTAI project.

The CLEOPATRE library offers selectable COTS (Commercial-Off-The-Shelf) components dedicated to dynamic scheduling, aperiodic task service, resource control access, fault-tolerance and now, QoS scheduling (see Figure 4). An additional layer named TCL (Task Control Layer) interfaces all the CLEOPATRE components. It has been added as a dynamic module in $RTAI\text{DIR}/modules/TCL.o$, and represents an enhancement of the legacy RTAI scheduler defined in $RTAI\text{DIR}/modules/rt\text{sched}.o$. CLEOPATRE applications are highly portable to any new CPU architecture thanks to this OS abstraction layer which makes the library of services, generic. The CLEOPATRE Off-the-Shelf components are optional except the OS abstraction layer (TCL) and the scheduler.

6.2. Data structures and API

The basic data structure of our QoS schedulers is the task descriptor, defined in $RTAI\text{DIR}/include/QoS.h$ as struct QoSTaskStruct.

This one contains nine fields for every task gathered and described in the following data structure:

```c
typedef struct QoSTaskStruct
QoSTaskType;
struct QoSTaskStruct{
  void (*fct) (QoSTaskType *);
  /*pointer to task function*/
  TaskType TCL task;
  /*low-level descriptor*/
  TimeType critical delay; /*deadline*/
  TimeType period;
  TimeType release time;
  unsigned int max skipvalue;
  /*maximum tolerance to skips*/
  unsigned int current skipvalue;
  /*dynamic skip parameter*/
  unsigned int current shift;
  /*shift compared with a RTO sequence*/
  unsigned int slack;
  /*slack time of the task*/
};
```

Figure 4 : The CLEOPATRE framework

At most one component per shelf can be selected. Since all components of a given shelf have the same programming interface, they are interchangeable. Everything needed to use and develop CLEOPATRE can be downloaded from the web site of the project: http://cleopatre.rts-software.org.

RTO, BWP and RLP algorithms have been put into an additional shelf called Quality of Service. The QoS services are available as independent software components. This enables developers to build their own application-specific operating system.
At initialization time, the user has to set the usual parameters for all tasks (period $P_i$, critical delay $d_i$, ...) and also the additional skip parameter $s_i$ for all QoS tasks. The user interface for the QoS schedulers is composed of the following functions:

- **QoS create**: create a new task
- **QoS resume**: resume a task
- **QoS wait**: wait till next period
- **QoS delete**: delete a task

### 6.3. Overheads and footprints

For embedded real-time applications, the memory footprint and disk footprint of the operating system are generally key issues as well as the time overhead incurred by its execution. Measurements of footprints for the schedulers have been realized with a Linux based real-time operating system, namely CLEOPATRE presented hereafter. Results are given in Table 2.

<table>
<thead>
<tr>
<th>Scheduler</th>
<th>Hard Disk size (Kb)</th>
<th>Memory size (Kb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RTO</td>
<td>3.2</td>
<td>2.3</td>
</tr>
<tr>
<td>BWP</td>
<td>4.1</td>
<td>3.2</td>
</tr>
<tr>
<td>RLP</td>
<td>9.7</td>
<td>7.6</td>
</tr>
</tbody>
</table>

Table 2: Footprints

Table 2 shows that a scheduler, when loaded in memory (by the `insmod` command) has a size approximately 33% lower than that on the hard disk. This phenomenon is mainly due to information which is contained on the disk and used by Linux to dynamically assemble the interfaces of the software components at the loading stage.

We observe that RLP requires less than ten Kb. We have made some experiments to get a quantitative evaluation about the overhead introduced by the RLP scheduler. The tests have consisted in measuring the overhead for different number of tasks (5, 10, 15, 20, ...) with all periods equal to 10 milliseconds. Periods of all tasks are harmonic, leading up to an hyper-period equal to 3360 ticks. Measurements were performed over a period of 1000 seconds on a computer system with a 400 MHz Pentium II processor with 384 Mo RAM. Results are shown in Figure 4.

![Figure 4: Overheads of RTO, BWP and RLP](image)

The timings shown hereafter were performed with a 1,7GHz Pentium 4 by using the Time Stamp Counter (TSC) available with every modern Intel processor. As it can be seen from Figure 4, the overhead of the QoS schedulers scales with the number of installed tasks. We note that BWP mean execution time is quite higher than the one observed for RTO. This is caused by the blue task management performed under BWP. The curve obtained for RLP is mainly due to the amount of time spent on the EDL schedule (performed only when a blue task instance is released or completed). As a matter of fact, we observe that overheads are closely related to algorithm efficiencies. An interesting feature of this component approach is that the selected scheduler can be tuned to balance performance versus complexity, so easily conforming to applications requirements.

### 6.4. A programming example

Success of real-time systems comes from both ease of use and performances. Writing code to run with CLEOPATRE is as simple as writing a C language program to run under Linux. The scheduling of QoS tasks is performed in the QoS schedule() function as described in §5. The scheduling occurs on timer handler activation (each 8254 interrupt).

The following example brings to light some of the features of CLEOPATRE and shows the different steps in developing under this environment. The program implemented under Cleopatre is described below:

```c
/*--- Headers of all components ---*/
#include <TCL.h>
#include <QoS.h>
#include <simul.h>

/*--- Timer clock period (10ms) ---*/
```
#define TIMERTICKS 10000000

/*——Declaration of QoS tasks——*/
QoSTaskType T1;
QoSTaskType T2;

/*——Code description of QoS tasks—-*/
void CodeT1() {simul.wait(4);}  
void CodeT2() {simul.wait(1);}

/*—— initialization——-----*/
int init module(void)
{
    TCLCreateType create={0, 2000, 0, 0};
    /*************************************************************************/
    QoS.create(&T1, CodeT1, 4, 20, 20, 2, create);
    QoS.create(&T2, CodeT2, 1, 15, 15, 2, create);
    QoS.resume(&T1,100);
    QoS.resume(&T2,100);
    /*************************************************************************/
    /****starting the real-time mode***/
    TCL.begin(TIMERTICKS, 20000);
    return 0;
}

/* ending and deleting QoS tasks */
void cleanup module(void)
{
    TCL.end();
}

7. Concluding remarks and extensions
The application, which is only an academic one for simplicity considers a periodic task set T composed of two tasks both with a skip factor that equals 2. In that example period coincides with deadline and is 20 and 15
for T1 and T2 respectively.
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Abstract

The paper addresses software implementation of large sparse systems of Boolean functions. Fast evaluation of such functions with the smallest memory consumption is often required in embedded systems. A new heuristic method of obtaining compact representation of sparse Boolean functions in a form of linked tables is described that can be used for BDD minimization as well. Evaluation of Boolean functions reduces to multiple indirect memory accesses. The method is compared to other techniques like a walk through a BDD or a list search and is illustrated on examples. The presented method is flexible in making trade-offs between performance and memory consumption and may be thus useful for embedded microprocessor or microcontroller software.

1. Introduction

Efficient evaluation of Boolean functions is an important part of many embedded software systems. Some applications include: search and optimization, modeling, simulation and verification of digital circuits in CAD, extracting routing information from packets, etc. We will restrict ourselves to sparse systems of Boolean functions, as these are most frequent in practice. Also we will address Boolean functions of large numbers (tens) of variables because small size systems can be implemented directly in hardware, e.g. in PLA, ROM or TCAM (Ternary Content Addressable Memory).

Software implementation of Boolean functions will be assumed in a form of a data structure describing the function and of a compiled program that reads the input vector and evaluates the function with the use of this data structure. The size of the code and of the data structure is one figure of merit, the other is the evaluation time from reading the input to generating the output. Sometimes the evaluation time per one input may get reduced if many inputs follow one another.

Hereafter we will use three compact representations: a TCAM-like table, linked tables and binary decision diagrams (BDDs). The BDDs are well known, especially the reduced ordered BDDs (ROBDDs), [1]. On the base of ROBDDs we will develop a more practical representation - linked tables.

Software implementation of Boolean functions has been up to now studied especially in connection with PLCs (“ladder diagrams”) [2], digital system simulation, formal verification and testing [1], or specialized event processing [3], where either a speed (PLC) or a required memory were not that important. On the contrary, in embedded systems we do care for performance and memory space as well as for power consumption. We will demonstrate that presently used algorithms are generally too slow (TCAM emulation, BDDs); the use of linked tables enables faster evaluation with similar (selectable) size data structures which can be minimized by utilizing don’t cares directly.

The paper is structured as follows. In the following Section 2 we define sparse Boolean functions and show their description by data structures, a relation among various representations and their complexity. Our novel heuristic approach for minimizing the relevant data structures is explained in Section 3. In Section 4 we exemplify creation of data structures on a sample Boolean function and give ways how to trade speed of evaluation against required memory space in Section 5 and 6. Results obtained with selected functions of 8 to 64 variables are commented on in Conclusions.

2. Representation of sparse systems of Boolean functions

To begin our discussion, we define the following terminology. Multiple-output Boolean functions of n Boolean variables will be simply referred to as Boolean functions \( F_n \) with output values from \( \mathbb{Z}_R = \{0, 1, 2, \ldots, R-1\} \),
Under a \emph{sparse Boolean function} we will understand function $F_n : \mathbb{Z}_2^n \rightarrow \mathbb{Z}_R$ with the domain split into two parts $X$ and $D$, $\mathbb{Z}_2^n = X \cup D$, $|X| << 2^n$, and specified in one of two ways:

1) $\mathbb{Z}_2^n \setminus X = D$ is the don’t care set ($F_n$ is an incomplete function in $\mathbb{Z}_2^n$, $F_n : X \rightarrow \mathbb{Z}_R$).

2) Mapping of the don’t care set $\mathbb{Z}_2^n \setminus X = D$ into $\mathbb{Z}_R$ is artificially defined to make implementation as easy as possible, $F_n : X \cup D \rightarrow \mathbb{Z}_R$.

A binary decision diagram (BDD) is a directed acyclic graph in which each decision node is labeled by a control variable tested in this node. Two edges coming out from the decision node, leading to the nodes in the subsequent levels, correspond to the values of control variable. Beside decision nodes there are terminal nodes (leaves) labeled by the value of the function that is being evaluated by the diagram. A BDD is ordered, if the order of control variables tested along every path in the BDD is the same. All the nodes of the ordered BDD (OBDD) labeled by the same variable make up a level of this diagram. An ordered BDD is reduced (ROBDD) if:

1. no two distinct nodes have the same control variable name and the same 0- and 1-successor node.
2. no node has the identical successor for both values of a control variable.

ROBDD is canonical (unique) representation for any given function $F_n$. Any pair of functions will have different ROBDDs unless the functions themselves are equivalent. In the rest of the paper, we will consider OBDDs or ROBDDs, even if the term BDD is used.

An important parameter is a size of BDD, i.e. the total number of decision nodes, as it determines the size of data structure needed to store a BDD. The construction of minimum-size BDDs belongs among NP-hard problems [9]. Upper bounds on the OBDD’s size for general Boolean functions are not too encouraging, but many practical functions do have a reasonable BDD size. The upper bound on the size of the related BDD belonging to a function with $L$ literals in its DNF can be obtained as [4]

$$\min_k \left\{ L - \left\lfloor k \frac{L}{k} \right\rfloor + 2^k - 1 \right\} , \quad k = 1, 2, \ldots, L$$

As the first approximation to (2) we can use $L$ only.

Traditional description of a Boolean function by the Boolean expression (expressions in case of multiple outputs) may sometimes be the best for evaluation purposes, especially if the function of many variables is defined only in a few points. Another possibility is a list of ternary input vectors (composed of 0, 1 and don’t care elements) that can specify a relevant output value for each input vector in the list. Ternary vectors can be stored as two binary vectors, the vector of values and a mask indicating don’t cares.

Efficiency of evaluation techniques strongly depends on the used description of the Boolean function. Let us illustrate above possibilities on the $N$ queens problem. We are to compare possible representations of a Boolean function of $N \times N$ variables that returns 1 for every configuration of 1’s (queens) on the $N \times N$ chessboard, such that no queen attacks another one. For example if $N = 4$, there are 2 solutions that can be generated by Boolean function $F_{16}$ (used notation is required by the applet [5], but variables in the diagram are enumerated from 0 to 15):

$$F_{16} = !a_{11}*a_{12}*a_{13}*a_{14}*a_{21}*a_{22}*a_{23}*a_{24}*a_{31}*a_{32}*!a_{33}*a_{34}*a_{41}*a_{42}*a_{43}*a_{44} + !a_{11}*a_{12}*a_{13}*a_{14}*a_{21}*a_{22}*a_{23}*a_{24}*a_{31}*a_{32}*a_{33}*a_{34}*a_{41}*a_{42}*a_{43}*a_{44}$$

In our case $L = 32$, $n = 16$ and the upper bound according to eq. (2) is 31 nodes. The real ROBDD generated by the applet [5] has 29 nodes and is shown in Fig.1. The most efficient representation and evaluation of $F_{16}$ is thus clear: two memory words are
sufficient to store two min-terms in (3) and two bitwise comparisons will do for the quickest evaluation. A BDD representation is no good in this case.

Now if we move to 8 queens problem, there will be 92 solutions described by $F_{64}$. Solutions can be found by the known algorithm [6], [1]. To store 92 binary vectors of length 64 is still acceptable, but instead of linear search we can order solutions and do better with the logarithmic search in $\lceil \log_2 92 \rceil = 7$ steps at most.

The BDD size is upper-bounded by 5535 nodes according to eq. (2), so that storing of such BDD would not be space efficient at all. A pass through this BDD would need 64 steps in the worst case, what is bad as well.

3. Heuristic construction of BDDs and linked tables

We did not see too much use for BDDs in the former example. However, in this section we will give a method of construction of linked tables which are much more useful for the purpose of function evaluation. The method is based on bottom-up heuristic construction of BDDs, which uses a concept of sub-function [7].

Informally, the sub-function $f$ of $F_n$ is a function of $s$ variables obtained from $F_n$ by setting $n-s$ variables to fixed constant values. The number of distinct sub-functions of $s$ variables, $s = 1, 2, \ldots, n-1$, characterizes the Boolean function and its complexity. Sub-functions themselves may also be incomplete (don’t care values for some binary s-tuples). A compatibility relation can be defined on the co-domain of such sub-functions: don’t care (denoted by “x”) is compatible with any value from $Z_R$.

Using the concept of sub-functions, we will now decompose iteratively the given sparse function of 8 variables, see Fig.2. The map of the function at the top is sparsely populated by 16 function values (0 to F).

Fig. 2. Iterative decomposition (8 variables)
removing the first variable from the function. A map of the new intermediate Boolean function of 7 variables is now created replacing sub-functions by new values (symbols, IDs). This process repeats 8 times.

The OBDD can now be created starting from root 0. Every assignment \([a,b] \rightarrow c\), when reversed, specifies one decision node with input \(c\) and two outputs \(a\) and \(b\) controlled by the relevant variable. Assignments of the type \([a,a] \rightarrow b\), \([a,x] \rightarrow c\), \([x,a] \rightarrow d\) do not represent decision nodes because the outputs are the same (or compatible); such a decision node degenerates to a wire. Going up from the root (a map of 0 variables) to the original map of 8 variables, the OBDD in Fig.3 is created. Usually BDDs have a root at the top, but we displayed the BDD upside down in order to keep the BDD structure in correlation with the sequence of map transformations in Fig.2. Nodes are labeled by intermediate function values. Out of 46 assignments 34 correspond to decision nodes and 12 to wires only.

In our example we did not care about variable ordering; the ordering was chosen more or less randomly. However, it is known, that the size of the BDD is determined both by the function being represented and the chosen ordering of the variables [8]. For some functions, the size of a BDD may vary between a linear to an exponential range depending upon the ordering of the variables. The problem of optimal variable ordering is unfortunately NP hard [9].

If we want to minimize the size of a BDD, the following heuristics can be used: do sub-function counting for all variables in each decomposition step and use for this step the variable with the minimum sub-function count. By intuition, the minimum count of symbols may hopefully produce a minimum count of their pairs.

Note also that the above small example with maps of the original and intermediate functions was done only for illustration. When we have sparse functions with several tens of variables represented by a list of defined points, all the processing is done on these lists. The case with don’t cares already defined for the purpose of minimization is given in Section 6.

4. Linked tables and OBDDs

In this Section we first introduce the technique of linked tables, programs for interpreting OBDDs as well as linked tables and then compare both techniques on examples.

Linked tables and OBDD are equivalent descriptions of a Boolean function; one layer of the OBDD or more layers combined can be described by a table. For example linked table 4 is constructed (Fig. 4) from the top layer of the OBDD in Fig. 3. Transformation of 9 symbols to 16 symbols is described by reversed assignments under the topmost map in Fig.2.

The whole BDD (Fig. 3) is then described by 4 tables as shown in Fig. 5. The chain of tables is homogeneous, but generally the tables may have different size. However, sparse functions are typically implementable by homogeneous cascades, since the
number of sub-functions (and therefore decision nodes) follows a pattern: rising – constant – dropping, [4].

![Figure 5. A chain of linked tables for the Boolean function at Fig. 2.](image)

As can be seen, the difference between OBDD and linked tables is in communication among the layers or tables: in OBDD each symbol requires an individual edge ("wire"), whereas the symbols being sent between tables are binary coded. Another way to look at linked tables is to consider each table as an M-ary decision node and the chain of tables as a special "in-line" decision diagram.

This difference of two representations reflects itself in the way how the program interprets a certain application-specific OBDD or a table chain. In case of the OBDD we may use for each node a record with 3 fields. A format indicator is one-bit field specifying the leaf node. Two other fields of the leaf node are then used for output. If the node is not a leaf, two fields (adjacent words) contain pointers to the base addresses of other nodes. The base address is modified by the value of a current control variable(s) and is used to extract the correct field with the pointer to the next node. The program walks through a certain path in the ROBDD from the root to a leaf in at most \( n \) steps.

Linked tables are interpreted similarly, only the pointer to the next table is obtained from the current output by concatenating it with the control variable value and adding to the next table base address. As seen from Fig. 5, only few steps will do. If suitable, some linked tables can be combined to provide even faster access. E.g. 4 tables in Fig. 5 can be reduced to two with 6 inputs each.

5. Linked tables versus other methods

On the example of 4 queens and 16 queens we have already seen that Boolean expressions may support very fast evaluation and take up minimum memory space.

Let us now analyze 4 functions of 8 variables in Fig. 2. Had we used an ordered list of defined points with function values, there would be 39 items, 8 (input) + 4 bits (output) per item, 468 bits in total; i.e. half of the full function table with size 256 × 4 bits. To look up the item in the table we would need \( \log 39 \) = 6 steps in the worst case.

On the other hand, if we use a chain of linked tables according to Fig. 5, the capacity of all tables will be \( 4 \times (32 \times 4) = 512 \) bits and only 4 steps (composed of read, append a value of a selected variable, add to the base address of the table to create a pointer) will do. This seems to be the best in speed and memory efficiency. Four tables may be implemented in memory as one table 32 × 16 bit with the correct output extracted from 16-bit word as needed. Additional flexibility is obtained with linked tables as they are combined together. For example with 2 tables 64 × 4 bits, the response will be 2-times faster. The size of 2 and 4 linked tables remains the same, but 2 tables combined need 64 words in memory, 8 bits per word.

As the last example we shall consider the following sparse Boolean function of 32 variables: it attains the value 1 if the given 6-bit string is detected anywhere within an input string of 32 Boolean values; otherwise the function has the value 0.

As the string of 6 consecutive values of variables may be located in 27 positions (we do not assume that the pattern wraps around), we can specify the function by 27 words of 32 ternary digits (0, 1, x). The logarithmic search is now not possible and we have to step through these words sequentially. In the worst case it may take 27 steps.

We can do much faster with linked tables, though. First the ROBDD of this function may be obtained using the applet [4], since the Boolean expression with 27 min-terms, each with 6 literals, is easy to write. The ROBDD is too large (162 nodes in total) to display, but its shape can be described like this (from the root): the number of decision nodes per level linearly increases from 1 to 6, then stays at 6 for 22 levels and finally drops from 6 to 1. From this shape of the ROBDD an optimal size and count of linked tables can be determined, Fig. 6. We can keep 6 tables in 256 words of memory, \( 3 \times 3 \times 3 \times 3 \times 3 \times 2 + 1 = 15 \) bits per word. The table items can also have 1-bit format indicator “continue/end” (6 additional bits in total) and the length of processing may vary between 1 to 6 steps.

![Figure 6. Linked tables detecting 6-bit string in 32-bits](image)

On the other hand, we could use the ROBDD implementation directly. Since there are 162 nodes, 8-bit address is needed. With format indicator (1 bit) we
will not be able to map one decision node to a single 16-bit word. Anyway, we can use $2 \times 162 = 324$ words, 16 bit each or 162 words, 32 bit each. The pass through the ROBDD may take from 1 to 32 steps. Apparently, this solution is worse than the linked tables.

Returning to the first example in Fig.1, we can also use linked tables here. Two sub-function symbols plus two constants 0 and 1 are transferred between BDD layers, so that 2-bit code will do. Possible configurations of linked tables are in Fig.7.

![Fig. 7. Linked tables for 4 queens problem](image)

Two table look-ups are sufficient in the shorter version, the same speed as with two comparisons suggested earlier. However, memory consumption is worse, 512 \times (2+1) bits is incomparable to 2 words, 32 bits each.

### 6. A case study - MCS-51 microcontroller family: PLA1 and PLA2 in software

Space and time efficiency of various configurations of linked tables obtained by computer-aided iterative decomposition have been tested on two PLAs used in the core of MCS-51 family of microcontrollers,

PLA: $X \rightarrow R$, $X \subset Z_2^n$, $R \subset Z_2^r$,

with parameters in the following Table 1.

|     | n  | r  | p  | |X| | size [B] |
|-----|----|----|----|-----|---|--------|
| PLA1| 13 | 8  | 31 | 175 | 8 | 192    |
| PLA2| 11 | 8  | 53 | 632 | 2 | 048    |

Both PLAs implement sparse (incomplete) Boolean functions, which are after minimization described by Boolean expression in Appendix. The number of terms in AND arrays is $p = 31$ and 53. The size in bytes The size in bytes gives memory space $r2^n$ required for storing full function tables.

Iterative decomposition used the selection of those two variables at a time that produced the minimum number of sub-functions. Not too large size of the problem allowed still an exhaustive search – on the Pentium-based PC it took tens of seconds. The PLA1 was implemented by the cascade of 6 cells, Fig. 8a, with the total size of cell tables (ROMs) only 1792 bits. That is reduction by factor of 36. The size of tables is not uniform and evaluation would take 6 table look-ups. We can make it faster and more uniform by combining 6 cells into 3 as shown in Fig.8b. All sub-functions are counted (results given in \{integer\}), coded and communicated between cells, so that function values are outputs from the last cell only. The total size of linked (cell) tables is then 2816 bits; if the size of computer word $w$ is known, further optimization can be done to minimize the total memory space in bytes occupied by all 3 (or possibly 4) tables.

![Fig. 8. Two cellular cascade implementations of PLA1](image)

As far as PLA2 is concerned, computer-generated cascades are shown in Fig. 9. The cascade at Fig. 9b is obtained from the cascade a) by merging first two cells. The capacity of linked tables is 3264 and 3456 bits, respectively. The evaluation speed is given by 4 or 3 table look-ups.

![Fig. 9. Cascade of 4 or 3 cells for PLA2](image)

We can also split output variables into two halves and then decompose them separately. The result for PLA2 is shown at Fig. 10. The size of linked tables is reduced to 1200 bits only, but the speed is reduced also. Eight table look-ups are needed and can be done...
on one CPU core in 8 steps sequentially or on a 2-core processor concurrently in 4 steps.

![Diagram of cascades implementing PLA2.](image)

**Fig. 10. Two parallel cascades implementing PLA2.**

The case study of PLA1 and PLA2 offered the size of data structures and speed of evaluation as given in Table 2. The data in the table are valid under the assumptions:
- size is in bits, the length of a computer word is not considered;
- steps may have different duration in the left and the right part of the table (mask load + bitwise logical operation vs table look-ups).

<table>
<thead>
<tr>
<th>PLA emulation AND + OR matrix</th>
<th>linked tables</th>
</tr>
</thead>
<tbody>
<tr>
<td>size bits</td>
<td>steps</td>
</tr>
<tr>
<td>PLA1 1054 13 + 8</td>
<td>1792 6</td>
</tr>
<tr>
<td>PLA1 1054 31 + 8</td>
<td>2816 3</td>
</tr>
<tr>
<td>PLA2 1590 11 + 8</td>
<td>3456 3</td>
</tr>
<tr>
<td>PLA2 1590 53 + 8</td>
<td>1200 8</td>
</tr>
</tbody>
</table>

**7. Conclusions**

There is no single software evaluation method optimal for all Boolean functions. Complexity of functions that can appear in embedded systems varies a great deal and so do their space and time requirements in various evaluation techniques.

Even though the very narrow analysis done above cannot be taken as convincing, certain conclusions for engineering practice can be drawn from it, if the fast and memory efficient evaluation of sparse Boolean functions \( F_\alpha : X \rightarrow Z_2 \) of several tens of variables is the main concern.

1. If the set \( X \subset \{0,1\}^n \), sequential TCAM emulation may be too slow as it takes \( |X| \) steps.
2. OBDDs or ROBDDs may be useful for checking equivalence between two implementations or for formal verification [1], but they are less useful for evaluation purposes in both speed as well as memory consumption.
3. Linked tables obtained from ROBDDs seem to be a very good and effective data structure and should always be considered for evaluation of Boolean functions. They are flexible in making trade-offs between response time and memory consumption. If implemented as special hardware (a cascade of ROMs), they can support pipeline processing with one evaluation in each ROM cycle. Otherwise, in case of software implementation, several linked tables can be compacted into one table and stored in memory. The evaluation then reduces to a short chain of indirect memory accesses. Generally speaking, every sparse function can be implemented as a chain of linked tables or equivalently as a special “in-line” multi-valued decision diagram [4].

Future research will be oriented to study of evolutionary techniques for iterative decomposition of sparse Boolean functions of many variables where the exhaustive search is out of question. Large systems specified by expressions (such as those in Appendix) will be tackled either by parallel processing or by hardware acceleration.
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Appendix

Programmable logic arrays PLA1 and PLA2 in MCS-51 microcontroller family

Legend: ! = logical negation, * = logical AND,
+ = logical OR

PLA1
Outputs: SO, CS, BL, NL, V1, V3, V4, V5

SO = !A!*G*!I*J*M+A!*B*!I*J*M+A!*F*!I*M

CS = !A!*B*D*E*F*G*!I*J*K*L*M
+ A*B*!E*F*G*!I*J*!K*L*M
+ A!*E*!I*!M + !E!*I*J*M+!D*!I*M

BL = !B*E*!F*G*!I*J*K*L*M
+ !B*C*!D*!E*!I*J*K*L*M
+ !B*D*E*!I*J*K*L*M
+ !D!*I*J*K*M + A!*G*!I*J*M + E*!H*!I*L*M
+ C!*D*G*!I*M + !A!*F*!I*M + G*!K*M + E*G*!I*M

NL = !B*E*!F*G*!I*J*!K*L*M
+ C!*D*!H*!I*!L*M + !D!*I*J*K*M

V1 = !A!*G*!I*J*M + C!*D*F*!I*M + A!*B*!I*J*M
+ !A!*F*!I*M + F*!I*K*M + E*F*!I*M

V3 = !B*!C*!D*E*!I*G*!I*J*!K*L*M
+ !B*!G*!I*J*K*M + !D*!I*J*K*M

PLA2
Inputs: A, B, C, D, E, F, G, H, I, J, K
Outputs: Q1, Q2, Q3, Q4, Q5, Q6, Q7, Q8

Q1 = !A!*B*!C*!D*E*F*G*I*J*K*L*M
+ A*D*E*F*G*I*J
+ !A!*B*!E*F*I*J

+ F*G*!I*J + D*F*H*!J + B*!I*J + B*E*!I*H + B*!C*!E + B*C*!E + B*E*G + B*D

Q3 = A*D*E*F*G*I*J + !B*C*!D*F + A*C*G*!H
+ F*G*!I*J + D*F*H*!J + C*!I*J + !B*C*E + B*C*!E + B*E*G + A*C

Q4 = !A!*B*!C*!D*E*F*G*I*J
+ E*I*F

Q5 = !B*!C*!D*E*G*I*J

+ B*D*E*!G*!I*J + !D*!H*!I*J*!K + !B*!C*!D*E*!I*J
+ !B*D*F*!J + E*F*!I + C*F*G + E*F*H + E*F*J
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Abstract

This paper presents principles of an end-user development support for embedded system networking. The presented approach offers a design framework consisting of reusable patterns for Internet-based embedded system applications. The framework provides a development environment kernel that can be adapted for various embedded system application domains. It stems from (1) the IEEE 1451.1 smart transducer interface standard, which is an object-based networking model supporting group messaging, and (2) the Internet Protocol multicast communication, mediating efficient and unified access to distributed components through both wired and wireless intranets. As an example, this paper focuses on refinement of those concepts for smart sensor application development support and on their utilization for a gas pipes pressure measurement system as an application example. The paper brings this scheme in form suitable not only for framework builders, but also for end-user developers.

1. Introduction

The design framework, presented in this paper as a flexible design environment kernel stemming from meta-design conception, is rooted in the IEEE 1451.1 standard specifying smart transducer interface architecture. That standard provides an object-oriented information model targeting software-based, network independent, transducer application environments. The framework enables to unify interconnections of embedded system components through wireless networks and Ethernet-based intranets, which are replacing various special-purpose Field-busses in industrial applications [15].

Two additional technologies, namely publish-subscribe messaging and Internet Protocol (IP) multicasting, which offer scalable and traffic-saving solutions important in the context of contemporary Internet, complement the framework providing design patterns reusable for various networked embedded system applications. The schemes discussed can properly interplay with each other and can deliver suitable support for Internet-based embedded systems design. This paper focuses on utilization of this framework for a gas pipe-line pressure measurement system as a real-world application example, which comprises several groups of smart pressure and temperature sensors that clients can access effectively through Internet. Each sensor group is supported by an active web page that provides clients with transparent and efficient access to pressure measurement services.

The paper discusses in the following section meta-design approach utilizable for creating flexible design environment appropriate for various application domains of networked embedded systems. Next section reviews principles of the proposed design framework aiming at Internet-based embedded systems. Its three subsections introduce subsequently IEEE 1451 package of communication standards, client-server and publish-subscribe communication concepts, and IP multicasting as main components of the design pattern forming the kernel of the generic development environment. While the section 4 briefly introduces concepts of the flexible development environment that enhances the framework for networked smart sensor applications design, the section 5 presents in more detail an example of deployment of this framework for creating networked pressure measurement along gas pipes including some implementation details. The example covers network and node configuration and implementation concepts, including smart sensor implementation.

2. Meta-design for end-user development

Component-based development involves multiple roles [9]. Framework builders create the infrastructure for components to interact; developers identify suitable domains and develop new components for them; application assemblers select domain-specific components and assemble them into applications; and end users employ component-based applications to perform daily tasks. There is room for a fifth role in this pipe-line: end-user developers positioned between application assemblers and end users. These end-user developers are able to tailor applications at runtime because they have both domain expertise and technical know-how. They would interact with applications to adjust individual components, and modify existing assemblies of components to create new functionality. Furthermore, they can play a critical role when compo-
nent-based systems have to be redesigned for new requirements. End-user development activities can range from customization to component configuration and programming.

Meta-design characterizes objectives, techniques, and processes for creating new environments allowing end users to act as designers [4]. In all design processes, two basic stages can be differentiated: design time and use time. At design time, system developers create environments and tools. In conventional design they create complete systems. Because the needs, objectives, and situational contexts of users can only be anticipated at design time, users often find the system unfit for their tasks at use time. Thus, they require adaptation of the existing environment and tools for new applications. Meta-design extends the traditional notion of system development to include users in an ongoing process as co-designers, not only at design time but throughout the entire life-cycle of the development process. Rather than presenting users with closed development systems, meta-design provides them with concepts and tools to extend the system to fit their needs. Hence, meta-design promotes designing the design process.

Not surprisingly, meta-design relates to design in the same way as meta-modeling relates to modeling [2, 10]. But, while modeling and meta-modeling are identical activities with the only difference of interpretation, designing and meta-designing are targeted differently. Model, which is the object of modeling, remains an abstract notion in the similar sense as meta-model with the only exception of abstraction level. On the contrary, objects of design and meta-design differ: in the former case the process produces an artifact, in the letter case it is design of a design process including related development environment. By the way, model-based design and development – see the domain related papers [1, 6, 18] – create another glue in between designing and modeling.

This paper discusses a deployment of meta-design principles for building up a flexible design framework focused on embedded systems and their components interconnected by Internet. Necessarily under-designed open source tools and techniques create design spaces for end-user developers. The paper demonstrates both the use of this framework for implementation of development environments aimed at various Internet-based smart sensor applications and, concurrently, the utilization of this framework for development of pressure measurement along gas pipes.

3. Design framework

Main components of the framework, which forms kernel of the generic development environment, encompass IEEE 1451 package of communication standards, client-server and publish-subscribe communication patterns, and IP multicasting.

3.1. IEEE 1451 architecture

The IEEE 1451 package consists of the family of standards for a networked smart transducer interface that include namely (see Figure 1) (i) a smart transducer software architecture, 1451.1 [5], targeting software-based, network independent transducer applications, and (ii) a standard digital interface and communication protocol, IEEE 1451.2, for accessing the transducer or the group of transducers via a microprocessor modeled by the 1451.1 standard. The next three standard proposals extend the original hard-wired parallel interface 1451.2 to serial multi-drop 1451.3, mixed-mode (i.e. both digital and analogue) 1451.4, and wireless 1451.5 interfaces.

The 1451.1 software architecture provides three models of the transducer device environment: (i) the object model of a network capable application processor (NCAP), which is the object-oriented embodiment of a smart networked device; (ii) the data model, which specifies information encoding rules for transmitting information across both local and remote object interfaces; and (iii) the network communication model, which supports client/server and publish/subscribe paradigms for communicating information between NCAPs. The standard defines a network and transducer hardware neutral environment in which a concrete sensor/actuator application can be developed.

![Figure 1: IEEE 1451 configuration example](image-url)
classes in the model and provide a definition facility for instantiation and deletion of concrete classes including attributes.

Block classes form the major blocks of functionality that can be plugged into an abstract card-cage to create various types of devices. One Physical Block is mandatory as it defines the card-cage and abstracts the hardware and software resources that are used by the device. All other block and base classes can be referenced from the Physical Block.

The Transducer Block abstracts all the capabilities of each transducer that is physically connected to the NCAP I/O system. During the device configuration phase, the description is read from the hardware device what kind of sensors and actuators are connected to the system. The Transducer Block includes an I/O device driver style interface for communication with the hardware. The I/O interface includes methods for reading and writing to the transducer from the application-based Function Block using a standardized interface. The I/O device driver provides both plug-and-play capability and hot-swap feature for transducers.

The Function Block provides a skeletal area in which to place application-specific code. The interface does not specify any restrictions on how an application is developed. In addition to a State variable that all block classes maintain, the Function Block contains several lists of parameters that are typically used to access network-visible data or to make internal data available remotely.

The Network Block abstracts access to a network employing network-neutral, object-based programming interface supporting both client-server and publisher-subscriber patterns for configuration and data distribution.

The paper demonstrates use of the IEEE 1451.1 architecture as a building block of the framework, which is aimed at Internet-based smart sensor applications, and utilized for development of pressure measurement along gas pipes.

### 3.2. Communication patterns

The majority of communication protocols provide a client-server style of communication. In case of sensor communications, the client-server pattern covers both configuration of transducers and initialization actions. If the client wants to call some function on server side, it uses a command execute. On server side, this request is decoded and used by the function perform. That function evaluates the requested function with the given arguments and, after that, it returns the resulting values to the client.

The client-server pattern corresponds to remote procedure call (RPC), which is the remote invocation of operations in a distributed context [3]. To be more precise, the RPC interaction considered in this paper provides a synchronous client-server communication, i.e. the client is waiting for a server’s response before completion the RPC actions related to the current call. Evidently, the client-server communication style relates to point-to-point message passing called as unicast.

The subscriber-publisher style of communication, [3], can provide efficient distributions of measured data. All clients, wishing to receive messages from a transducer, register themselves to the group of its subscribers using the function subscribe. After that, when this transducer generates a message using the function publish, this message is effectively delivered to all members of its subscribing group.

The interaction publish-subscribe relates to point-to-multipoint or multipoint-to-multipoint message passing. While there is a possibility to implement multipoint using multiple point-to-point unicasts, it is much more efficient to utilize elaborate multicast techniques, namely multicast routing. The basic principles of the network layer multicast in the Internet environment are discussed in the following section.

### 3.3. Multicasting

Traditional network computing paradigm involves communication between two network nodes. However, emerging Internet applications require simultaneous group communication based on multipoint configuration propped e.g. by multicast IP, which saves bandwidth by forcing the network to replicate packets only when necessary. Multicast improves the efficiency of multipoint data distribution by building distribution trees from senders to sets of receivers [8].

The functions that provide the Standard Internet Multicast Service can be separated into host and network components. The interface between these components is provided by IP multicast addressing and Internet Group Management Protocol (IGMP) group membership functions, as well as standard IP packet transmission and reception. The network functions are principally concerned with multicast routing, while host functions can also include higher-layer tasks such as the addition of reliability facilities in a transport-layer protocol.

IP multicasting is the transmission of an IP datagram to a host group, a set of zero or more hosts identified by the single IP destination address of class D. Multicast groups are maintained by IGMP (IETF RFC 1112, RFC 2236). Multicast routing considers multicasting routers equipped with multicast routing protocols such as DVMRP (RFC 1075), MOSPF (RFC 1584), CBT (RFC 2189), PIM-DM (RFC 2117), PIM-SM (RFC 2362), or MBGP (RFC 2283). For Ethernet-based Intranets, the Address Resolution Protocol provides the last-hop routing by mapping class D addresses on multicast Ethernet ad-
addresses. Certainly, the routing protocol architecture must be extended by wireless network routing protocols in case multi-hop sensor networks complement the wired Internet.

The paper demonstrates use of above mentioned communication patterns supported by IP multicast for implementation of communication means aimed at Internet-based smart sensor applications, and describes how to apply them for pressure measurement along gas pipes.

4. Development environment

Development systems have to support important concepts and methods by their tools for complete design and development life cycle of applications belonging to considered application domains. The toolset related to the discussed design framework includes also original tools targeting primarily front-end parts of specification and design, namely formal specifications and rapid prototyping. Those tools and related techniques were discussed in frame of papers that describe the design principles of sensor-based applications in various application domains, such as smart sensor applications [13] and industrial monitoring and measurements [14, 15, 17].

More detailed information about original techniques and tools including supporting principles can be found in the PhD theses, which were prepared in frame of the related research dealing with timed system specifications [7], object-oriented specifications [11], and reverse specifications and modeling [12]. A paper devoted to the flexible development environment and its adaptation for safety and security-critical sensor-based applications is currently under preparation.

5. Design case study

This section demonstrates the above-introduced concepts applied to the design of a gas-pipes pressure measurement system [14, 16]. The developed system comprises several groups of smart pressure and temperature sensors, interconnected by wired intranets and/or wireless networks that clients can access effectively through Internet.

Each sensor group is supported by an active web page with Java applets that, after downloading, provide clients with transparent and efficient access to pressure measurement services over such geographically distributed objects as the considered large systems of gas pipes. The complete system involves several groups of smart pressure sensors complemented by temperature sensors that enable computing of temperature corrections [13] and additional services including self-calibrations. Last paragraph of this section restates development framework refinements through a design pattern provided for this application.

5.1. Network configuration

Each sensor group is supported by an active web page with Java applets that, after downloading, provide clients with transparent and efficient access to pressure measurement services.

In this case, clients communicate to transducers using a messaging protocol defined by client-server and subscriber-publisher patterns employing 1451.1 Network Block functions. A typical configuration includes a set of smart pressure sensors generating pressure values for the users of those values. To register itself for a specified group of sensors, the user — playing the role of either subscriber or client — opens the related server’s web page with the relevant Java applet. This applet is, after uploading to the subscriber/client site, started on subscriber/client’s computer, which launches communications with a group of transducers allowing Java clients to connect and subscribe to the smart sensors. Java can directly support both client-server and subscriber-publisher application architectures as the core Java specifications include TCP/IP and UDP/IP networking APIs.

The developed Java applet uses the core java.net package to implement both client-server and subscriber-publisher application distribution allowing to access smart sensors and supporting nodes. The applet consists of a series of object classes, including multi-threaded applet environment, animation, and UDP/IP-based subscriber and TCP/IP-based client communications. The subscriber/client software implemented in Java enables applets to be included in a web server HTML page, and run under a regular web browser on subscriber/client side. The subscriber/client communicates with the transducer by standard UDP/TCP sockets employing IP multicast.

The communication scheme applies multicast both for distributing measured values from a transducer to a group of subscribers/clients registered by the web server for this transducer, and for spreading commands of a client to a group of transducers registered for this client.

5.2. System implementation concepts

In the transducer’s 1451.1 object model, basic Network Block functions initialize and cover communication between a client and the transducer, which are identified by unique unicast IP addresses. The client-server style communication, which in this application covers both the configurations of transducers and initialization actions, is provided by two basic Network Block functions: execute and perform.

The standard defines a unique ID for every function and data item of each class. If the client wants to call some
function on server side, it uses command *execute* with the following parameters: ID of requested function, enumerated arguments, and requested variables. On server side, this request is decoded and used by the function *perform*. That function evaluates the requested function with the given arguments and, in addition, it returns the resulting values to the client. Those data are delivered by requested variables in *execute* arguments.

The subscriber-publisher style of communication, which in this application covers primarily distribution of measured data, but also distribution of group configuration commands, employs IP multicasting. All clients wishing to receive messages from a transducer, which is joined with an IP multicast address of class D, register themselves to this group using IGMP. After that, when this transducer generates a message by Block function *publish*, this message is effectively delivered to all members of this class D group, without unnecessary replications and repeated transmissions.

The Network Block abstracts all access to a network employing network-neutral, object-based programming interface. The network model provides an application interaction mechanism supporting both client-server and publisher-subscriber paradigms for event and message generation and distribution.

5.3. Node configuration

The primary communication scheme, which is based on publish-subscribe pattern, applies multicast both for distributing measured values from a transducer to a group of clients registered by the www server for this transducer, and for spreading commands of a client to a group of transducers registered for this client. Those commands can specify e.g. individual subgroup’s sampling frequencies and/or events for launching irregular publishing such as a limit value crossing.

A typical node, depicted on Figures 2 and 3, consists of STIM (Smart Transducer Interface Module) connected with PSD sensor for pressure measurements, and with auxiliary temperature sensor for signal conditioning. Of course, NCAP can be either embedded in a complex smart sensor, or shared among more simple smart sensors. On the other hand, from the viewpoint of Internet, only NCAP is directly addressable being equipped by its own IP address. Therefore, we can also denote as smart sensor the device consisting of an NCAP accessing one or more STIMs with connected sensors.

To register itself for a specified group of sensors, the client opens a related server’s web page with the relevant Java applet. This applet is, after uploading to the client site, started on client’s computer, what launches communication with the dedicated group of transducers.

5.4. Smart sensor implementation

This subsection discusses, as an example, the pressure sensors with reflected laser beam and diffractive lens. The sensitive pressure sensor is based on a nitride membrane and an optoelectronic read-out subsystem. Measured pressure values are transformed into related thick-layer nitride membrane deflections. The nitride membrane serves as a mirror for laser beam, and it can move the related reflected laser mark. The mark’s position is sensed using position-sensing device, which is a fotolateral diode. Diode double current signal is amplified and conditioned digitally by the ADuC812 microcontroller. This microcontroller provides also the IEEE 1451.2 interface.

The sensing subsystem combines two principles that provide both high precision and wide range pressure measurements. Large displacements are measured by the position of reflected focused laser beam. Small position changes are measured by one-side layer diffractive lens principle. Sensor output signal is conditioned in digital by the ADuC812 single-chip microcontroller, which provides the IEEE1451.2 interface as one of its communication ports. This microcontroller calculates the position of the light spot and converts that position on the measured pressure using an internal table. Figure 3 depicts principles of
the implementation of that smart sensor. The STIM contains (1) a PSD sensor with two analog differential transducers (XDCR), (2) a microcontroller ADuC812 with nonvolatile memory containing a TEDS field (Transducer Electronic Data Sheet) that props IEEE 1451.2 storing sensor specifications, (3) a TII (Transducer Independent Interface), (4) a temperature sensor necessary for signal conditioning, (5) an analogue-to-digital conversion units (ADC), and (6) a logic circuitry to facilitate communication between STIM and NCAP.

The ADuC812 microcontroller, the basic building block of the smart pressure sensor electronics, includes on-chip high performance multiplexers, ADCs, DACs, FLASH program and data storage memory, an industrial standard 8052 microcontroller core, and supports several standard serial ports. The microcontroller may also utilize nonvolatile memory containing a TEDS field and ten-wire TII that prop IEEE 1451.2.

5.4. Design pattern

In conclusion of this case study it could be helpful to restate the key refinements of the proposed framework through building up a design pattern based on its basic abstract components, i.e. IEEE 1451 architecture, communication procedures and IP multicasting, which introduce a more detailed structure reusable for concrete applications.

The 1451.1 object model provides skeleton supporting individual components. Its Network Block is refined so that it enables to access data-link layer communication services through unicast on IP with client-server procedures for start-up configuration and run-time maintenance, or through IP multicast with publish-subscribe procedure for run-time process measurements on both application data users and transducers sides. This refinement covers also selection of the most appropriate multicast routing protocol for local Internet traffic in case when the relevant parts of the network are accessible through routers.

The Transducer Block includes methods for reading and writing to transducers from the application-based Function Block using the standardized interfaces. The I/O device driver provides both plug-and-play capability and hot-swap feature for each transducer. It enables run-time reconfiguration of sensors that can support robustness of the system or improve measurement efficiency.

The Function Block contains measurement application code. In the current case it prescribes sampling times, data filtering, linearization, conversions and transformations improving measurement accuracy and stability. The Function Block contains lists of parameters used to access network-visible data and, concurrently, to make internal data available remotely. The Function Block enables in this case to compute pressure profiles along the pipeline, pressure or temperature gradients, and the speed of pressure or temperature changes in time.

The measurement system arrangement along a pipeline is depicted on the Figure 4.

6. Conclusions

This paper presents principles of the end-user development support for embedded system networking in form of the developed design framework. The approach supported offers a reusable pattern for Internet-based embedded system applications. It stems from (1) the IEEE 1451.1 smart transducer interface standard, which is an object-based networking model supporting group messaging, and from (2) the Internet Protocol multicast communication, mediating efficient and unified access to distributed components through both wired and wireless intranets. As an example, this paper discusses adaptations and refinement of this framework for smart sensor application.
development support and its utilization for a gas pipes pressure measurement system. The paper brings this approach in manner suitable not only for framework builders, but also for end-user developers.

From more general viewpoint, the paper discusses deployment of meta-design principles for creating flexible design environments. Necessarily under-designed open source tools and techniques create design spaces for end-user developers in various application domains of networked embedded systems.
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Abstract

This paper describes an agile development methodology which combines agile principles with organizational patterns and adapts them to build embedded real-time systems focusing on the system's constraints. The hardware/software partitioning and platform-based design are used in the proposed methodology to support the embedded system designer meet the system's constraints in an iterative and incremental way and to reduce substantially the design time and cost of the product. To discuss the strengths and weakness of this methodology, a case study involving a pulse oximeter is also presented.

1 Introduction

The micro-controllers becoming cheaper, smaller and more reliable make it economically attractive to be used as computer systems in several appliances. Approximately 3 billion of micro-controllers (\(\mu\)C) are sold each year and smaller \(\mu\)C (4-,8-, and 16-bit) are dominating the market and adding value to products \[6\]. The embedded computer systems are used in a wide range of system from machine condition monitoring to airbag control systems. As the system complexity increases, its development lifecycle is also affected. Because of that, system development methodologies must be applied in order to manage the team size, to manage the product requirement (scope) and to meet the project’s constraints (time-to-market and costs).

Nevertheless, many development methodologies that are used to produce software that runs on the personal computers (PC’s) are not appropriate for developing embedded real-time systems. This kind of system contains very different characteristics such as dedicated hardware and software, and constraints that are not common to PC’s based systems (e.g., energy consumption, execution time, memory footprint). Moreover, many embedded systems engineers do not have good software engineering skills. They have hardware development skills and often use programming languages to solve the problems at hand in an empirical way \[5\]. Another important point is that some classes of embedded real-time systems may put lives or business-critical functions at risk (mission criticality). Therefore, these systems should be treated differently from the case where the only cost of failure is the project’s investment.

Based on this context, we propose a development methodology based on the agile principles such as adaptive planning, flexibility, iterative and incremental approach in order to make easier the development of embedded real-time systems. To achieve that, this methodology is composed by best practices from Software Engineering and Agile methods (Scrum and XP) which aim at minimizing the main problems present on the embedded software development context (i.e. requirement volatility and risk management), and by others practices that are needed to achieve embedded real-time systems (i.e. platform-based design \[13\]). On this paper, this methodology and its components (roles, process and tools) are described.

The remainder of this paper is organized as follows: Section 2 summarizes the related works. Section 3 overviews the agile methods and patterns that were integrated into the proposed methodology. Section 4 describes the proposed agile methodology and section 5 shows the application of
the proposed methodology in the development of the pulse oximeter. Finally, section 6 summarizes this paper and identifies the next steps from this research.

2 Related Works

Embedded software development teams usually do not make use of development methodologies or any other more complex software engineering concept [5]. There are different reasons that explain this fact, but the main one is the developers’ lack of maturity related to software engineering practices. Nevertheless, we identified in the literature through a bibliographical review, three different development methodologies that allowed us to evaluate the state of the art in this context and to support us during the definition of our proposed approach.

One of the results from this review is a paper that describes the experience of applying Agile approaches to the development of firmware for the Intel Itanium processor family [5]. In this paper, Greene identified the agile practices that his team successfully applied, but he did not take into account the hardware related development, one of the main parts of this kind of development. Greene only mentioned that another Intel team was applying agile concepts and they were having good results. Even so, the comments retrieved from this paper regarding the application of agile concepts were very useful during the definition of our approach since it supports the benefits of using agile concepts in contexts beyond object oriented software development.

The second one is the methodology proposed by Gajski [4] which aims to develop embedded systems by formally describing the system’s functionalities in an executable language rather than a natural language. The executable specification is refined through the system-design tasks of allocation, partition, and refinement. Estimators are also used in order to explore design alternatives. Since the system components are defined formally then components are implemented by just compiling the component’s functional description into machine code. This methodology has already been applied to several embedded systems projects and has influenced our proposed methodology. However, this methodology assumes that all requirements are captured before applying the partitioning algorithms.

Finally, Manhart and Schneider [8] related a successful industrial experience when partially adopting agile methods in the production of software for embedded systems. Indeed they made slight modifications in a well established software development process for the automotive branch adopting some agile elements in order to adequate their process to new needs as flexibility and high speed software production. As pointed out in the paper many other application areas may benefit from their experiments, nevertheless the authors did not presented any measurement results that could prove their expectations.

The difference of the proposed methodology compared with other methodologies can be described as follows: (i) our methodology aims to tradeoff flexibility and performance by adopting highly programmable platforms, (ii) hardware/software estimation and partitioning techniques are used in order to explore design alternatives and meet the system’s constraints, (iii) by making use of the iterative and incremental approach, the product development can be broken in a sequence of iterations and implemented in an incremental way, (iv) as the system functionalities increases iteration by iteration then the proposed methodology offers clearly an iterative process where the designer can validate the partition of a system specification produced by algorithms, (v) and last but not least, the proposed methodology adopts an adaptive planning which makes it possible to embraces changes even late in the development process.

3 A Brief Look at the Agile Methods and Patterns

In this section, a brief look at the agile principles, methods, and patterns that were used in the proposed methodology is presented. It identifies the main product development and management practices of the XP and Scrum methods respectively.

3.1 Extreme Programming

The most recognizable agile method is eXtreme Programming (XP) which is very communication-oriented and team-oriented [1]. XP is composed of 12 core practices and some of its main characteristics that were integrated into the proposed methodology include: Refactoring practice (i) which is the process of changing a software system in such a way that it does not alter the external behavior of the code and at the same time improves its internal structure.

In the Continuous Integration practice (ii), the code is compiled and tested in an automated process every time it is checked-in. Test-driven development practice (iii) means that the unit tests are written by the developers before coding. These unit tests are automated tests that test the functionality of pieces of the code. In the Coding Standard practice (iv), everyone involved in the project needs to follow the same code style. It specifies a consistent format for source code, within the chosen programming language.

XP promotes an evolutionary approach to design the system by using the first three practices described above. The main benefit of this approach is that the system grows in an incremental way and it aims to reduce project’s risk and uncertainty too early (risk management). Section 4 describes how these XP practices were adapted into the proposed methodology.
3.2 Scrum

Scrum is a simple and straightforward approach to manage the software development process based on the assumption that environmental (i.e. people) and technical (i.e. technologies) variables are likely to change during the process [12]. Scrum is composed of 14 practices and some of its main characteristics that were integrated into the proposed methodology include: Sprint practice (i) is the iteration organized in 30-calendar-day. The Sprint Planning practice (ii) consists of two meetings.

In the first meeting, the product backlog which contains a list of features, use cases, enhancements, and defects of the system is refined and re-prioritized by the product owner, stakeholders and goals for the next iteration are chosen. In the second meeting, the Scrum team figures out how to achieve the requests and creates the sprint backlog that contains detailed tasks to be accomplished in the current iteration. In the Sprint Review practice (iii), the Scrum team presents the results obtained at the end of each iteration by showing the working software for the product owner, customers and other stakeholders. In the Daily Scrum practice (iv), daily meetings are held at the same place and time with special questions to be answered by the Scrum team.

Scrum employs the empirical process control model, i.e. the practices aim to inspect the condition of activities and empirically determines what to do next in order to produce the expected outcomes (product). The productivity and quality strongly depend on both skills and motivation of the people involved in the process. Section 4 shows how the Scrum practices were adapted into the proposed methodology.

3.3 Patterns for Agile Software Development

The agile patterns described by [3] can be combined with XP and Scrum agile methods with the purpose of structuring the software development process of the organizations. These patterns are split into four different pattern languages as follows: The project management pattern language provides a set of patterns that help the organization manage the product development, clarify the product requirements, coordinate project’s activities, generate system’s build, and keep the team focus on the project’s primary goals.

The piecemeal growth pattern language provides a set of patterns that help the organization define the high-level management and amount of team members per project, ensure and maintain customer satisfaction, communicate the system requirements, and ensure a common vision for all people involved in the product development team. The organizational style pattern language provides a set of patterns that help the organization eliminate project’s overhead and latency, ensure that the organization structure is compatible with the product architecture, organize work to develop products by geographically distributed teams, and ensure that the market needs will be met.

The people and code pattern language provides a set of patterns that help the organization define and keep the architecture style of the product, ensure that the architect is materially involved in implementation, and assign feature development to people in nontrivial projects. The software configuration management pattern language is not part of the organizational patterns but they were integrated into the proposed methodology. These patterns were defined by [2] and they offer patterns that help the development team define mechanisms for managing different versions of the work products, develop code in parallel with other developers and join up with the current state of development line, and identify what versions of code make up a particular component.

4 Proposed Agile Development Methodology

The proposed methodology aims to define roles and responsibilities and provide processes, lifecycle, practices and tools to be applied in embedded real-time system projects. It contains three different processes groups that should be used during the system development: system platform, product development and management.

The system platform processes group aims to instantiate the platform for a given product. It means that the system designer must choose the system components that will be part of the architecture and API platforms from a platform library. After that, the system designer has still the possibility to customize the architecture and API platforms in order to meet the application constraints. The customization process is carried out by programming the designer-configurable processors and runtime-reconfigurable logic integrated into the platform. The customization process is carried out by successive refinements in an iterative and incremental way into the proposed methodology.

The product development processes group offers practices to develop the application’s components and integrating them into the platform. The functionalities which make up the product are partitioned into either hardware or software elements of the platform. The partitioning algorithms used to carry out this task take into account the energy consumption, execution time, and memory size of the application’s components. The mechanical design is also part of this processes group, but it is out of the scope of this paper. The partitioning technique is also applied in an iterative and incremental way.

The product scope, time, quality, and costs parameters are monitored and controlled by the product management processes group. These parameters also influence the sys-
system platform and product development processes groups. When the project starts with an infeasible project plan which needs corrective actions to be carried out then this processes group aims to get the project back on the track and ensure that the project’s parameters are met. The product management processes group consists of the practices promoted by the Scrum agile method as well as the agile patterns described in Section 3. The next subsections are concerned with describing the processes groups, roles and responsibilities, and the processes lifecycle of the proposed methodology.

4.1 System Platform Processes Group

The system platform processes group is composed of the following processes: product requirements, system platform, product line, and system optimization. The product requirements process aims to obtain the system’s requirements (functional and non-functional) that are relevant to determine the system platform in which the product will be built. The platform instance process helps the development team define the system platform by making use of a set of design tools and benchmarks.

After defining the system platform, the product line process helps the development team setup the repository in which the system platform components will be available to the product development. This process also allows the development team to implement and integrate system’s functionalities into the system and release new product versions into the market. After implementing and integrating the system’s functionalities into the product development line, the system optimization process provides activities to ensure that system’s variables such as execution time, energy consumption, program size and data memory size satisfy the application constraints.

4.2 Product Development Processes Group

The product development processes group is composed of the following processes: functionality implementation, task integration, system refactoring, and system optimization. The functionality implementation process ensures that test cases are created for every product’s functionality. This process helps increase the product quality and reduce the creation of complex functions. The task integration process provides means to integrate new implemented functionalities into the development line of the product without forcing the other team members to work around it.

The system refactoring process helps the development team identifies opportunity to improve the code and changing it without altering its external behavior. After refactoring the code, the system optimization process allows the development team to optimize small part of the code by making use of profiler tools that monitor the program and tells where, for instance, it is consuming time, energy, and memory space. This process guarantees that software metrics meets the system constraints.

4.3 Product Management Processes Group

The product management processes group is composed of the following processes: product requirements, project management, bug tracking, sprint requirements, product line, and implementation priority. The product requirements process (that also belongs to the system platform processes group) aims to obtain the system’s requirements (functional and non-functional) that must be part of the product. The project management process allows the development team to implement the system’s requirements by managing the product and sprint backlog, coordinating activities, generating system’s build, and tracking the product’s bug.

The bug tracking process allows the product leader to manage the lifecycle of the project’s issues (bug, task, and enhancement) and provide the needed information about the product quality through the release notes for the end user. The sprint requirements process allows the development team to analyze, evaluate, and estimate the system’s functionalities before starting a new project’s sprint. This information is included into the sprint backlog which will help the development team partition the system functionalities into either hardware or software before starting the sprint.

The product line process guarantees that the system functionalities implemented during the sprint will be integrated into the product development line. This process also helps the development team to release new product versions into the market. The implementation priority process helps the product leader manage any kind of interruptions that may impact the project’s goals. This process guarantees that the project’s tasks are 100 percent completed after initiated.

4.4 Roles and Responsibilities

The proposed methodology involves four different roles and the responsibility of each role is described as follows:

Platform Owner: Platform owner is the person who is officially responsible for the products that derive from a given platform. This person is responsible for defining quality, schedule and costs targets of the product. He/she must also create and prioritize the product backlog, choose the goals for the sprints, and review the product with the stakeholders.
**Product Leader:** Product leader is responsible for the implementation, integration and test of the product ensuring that quality, schedule, and cost targets defined by the platform owner are met. He/she is also responsible for mediating between management and development team as well as listening to progress and removes block points.

**Feature Leader:** Feature leader is responsible for managing, controlling and coordinating subsystem projects, pre-integration projects, external suppliers that contribute to a defined set of features. The feature leader also tracks the progress and status of the feature development (deliverables, integration and test status, defects, and change requests) and reports the status to the product leader.

**Development Team:** The development team which may consist of programmers, architects, and testers are responsible for working on the product development. They have the authority to make any decisions, do whatever is necessary to do (according to the project’s guidelines), and ask for any block points to be removed.

If the product to be developed is small, i.e. it is composed of few components and does not require other development teams to implement the product’s functionalities then one product leader and the development team are enough for the product development. On the other hand, if the product is composed by several components and requires other development teams to implement the product’s functionalities then the Feature Leader role must be involved in the processes. In this context, one product leader requires feature leaders to manage, control and coordinate components’ projects. Therefore, for medium and larger projects, one product leader and several feature leaders and development teams may be involved in the processes.

### 4.5 Processes Lifecycle

The proposed agile methodology consists of five phases: **Exploration, Planning, Development, Release, and Maintenance.** In the **Exploration phase**, the customers provide requirements for the first product release. These requirements are included into the product backlog by the platform owner. After that, the platform owner and product leader estimate the requirements with no item larger than 3 person-days of effort. In this phase, the development team identifies the application constraints and estimates the system’s metrics based on the product backlog items. With this information at hand, the development team is able to define the system platform that will be used to develop the product in the next phases.

In the **Planning phase**, the platform owner and customers identify more requirements and prioritize the product backlog. After that, the development team spends one day to estimate the sprint backlog items and decompose them into tasks. The tasks that make up the sprint backlog must take from 1 to 16 hours to be completed. Explanatory design and prototypes may also be developed at this phase in order to help clarify the system’s requirements.

In the **development phase**, the team members implement new functionalities and enhance the system based on the items of the sprint backlog. The daily meetings are held at the same time and place with the purpose of monitoring and adapting the activities to produce the desired outcomes. At the end of the each iteration, unit and functional tests are executed in a continuous integration build. System optimization also takes place during this phase. The last sprint provides the product to be deployed in the operational environment.

In the **Release phase**, the product is installed and put into practical use. During this phase, it usually involves the identification of errors and enhancement in the system services. Therefore, the platform owner and customers decide if these changes will be included in the current or subsequent release. This phase aims to deliver the product and the needed documentation to the customer. The **Maintenance phase** may also require more sprints in order to implement new features, enhancement and bug fixes raised in the release phase.

## 5 Applying the Proposed Methodology

This section is concerned with describing the application of the proposed methodology in the development of the pulse oximeter equipment. We chose the pulse oximeter as a case study because it was already developed in another work by our research group using an ad hoc development methodology [10]. Therefore, we describe the pulse oximeter in this section only as an example of the application of the proposed methodology in the domain of embedded systems. Generally speaking, the pulse oximeter is responsible for measuring the oxygen saturation in the blood system using a non-invasive method. The architecture of this equipment is shown in Figure 1.

![Figure 1. Pulse Oximeter Architecture.](image-url)
The micro-controller controls the synchronization and amplitude of the led driver, which dispatches non-simultaneous stream pulses to the infrared and red leds. Both leds generate, respectively, infrared and red radiation pulses that cross the finger of a patient. After crossing the finger, a photo-diode catches the radiations level. A sequence of operations occurs until data reaches the micro-controller. Lastly, the micro-controller performs the calculation related to oxygen saturation level based on data received, and shows the result on a display. The final product contains about 5000 lines of C code. Due to timing and energy constraints, the sensor signals excitation and conditioning were implemented using hardware components while the control algorithm and the signal conversion system were implemented in software by the micro-controller.

The main system’s characteristics are depicted as follows: (i) the level of the oxygen saturation and cardiac frequency must be shown every second, (ii) The user must be able to change the alarm configuration, (iii) the user interface of the pulse oximeter equipment must have a keyboard and a graphical display, (iv) the design of the system should be highly optimized for life-cycle cost and effectiveness, (v) the amount of software defects should be as low as possible, and (vi) the power dissipation of the final system should be about 2.35 Watts.

If we develop this product using the proposed methodology then there would be about three people involved, two developers and one product leader. The product would take approximately four sprints of three weeks to be developed, tested and delivered (rough estimation). The next subsections describe only the processes of the proposed methodology that focus on achieving the aims of the pulse oximeter equipment.

5.1 Process for Managing the Product Requirements

This process would help us identify the market needs for the pulse oximeter product line and manage the product requirements. At the beginning of the project, we could arrange a brainstorming meeting in order to capture high-level requirements of the product. After that, we could create an initial product backlog with the purpose of capturing more requirements and creating a first product prototype. The first project iteration would allow us to answer questions such as whether the technology needed for the system exists, how difficult it would be, and whether the engineers would have enough experience using that technology.

We could put much emphasis on delivering the system’s functionalities (i), (ii), and (iii) in the beginning of the sprints. Delivering these functionalities with highest business value (the business value could range from 1 lowest to 5 highest), could help our customer (e.g., a representative of a hospital) and the product leader get feedback on functionality earlier and allow them to spot any misunderstanding more quickly. At the end of each iteration, the product leader and customer could verify if the product was still feasible or not. If the project was not feasible then it could have been canceled just after the end of the iteration (risk management).

If we develop a new product in which the requirements cannot be expected to be fully available earlier in the development then this process would help us identify more requirements and update the product backlog as the project evolves. We could start the project with a set of functional and non-functional requirements. After running some project’s sprint, our understanding about the product would increase and we could identify the requirements that were not captured at the beginning of the project.

5.2 Process for Managing the Project

This process would help us refine and prioritize the product backlog that contains the system’s functionalities. In the sprint planning, the product leader and our customer could choose the goals of the next sprint based on the highest business value and risks of the product backlog items. After that, we could have a meeting to consider how to achieve the sprint’s goals and to create the sprint backlog. The sprint backlog should contain only tasks in the 4-16 hour range.

During the system development, the sprint backlog could be updated on a daily basis as the activities were being accomplished. The product leader could hold daily meetings at the same place and time with the team members with the purpose of monitoring and controlling the complexity of the tasks. These daily meetings would provide a great feedback to the product leader and create the habit of sharing the knowledge. After starting the sprint, we could implement first the functional requirements and then focus on the non-functional requirements of the system. This approach would help us obtain better optimization results because we would be trying to optimize the global system instead of only parts of the system which sometimes could not lead to the global optimization.

During this phase, system’s builds could also be generated on a daily basis which could help our customer identify the requirements and assess the risks earlier in the development process. At the end of the sprint, the product leader and development team could show the results of the work to the customers. This meeting aims to present the product increment, technology and business situation. These artifacts would help the product leader and customers decide the goals of the next sprint. In addition, after each sprint review there would be a retrospective meeting which has the purpose of collecting the best practices used in the sprint and identifying what could be improved for the next sprint.
5.3 Process for Instantiating the Platform

This process would help us estimate the pulse oximeter metrics in order to define the system platform. To obtain the execution time and energy consumption metrics, we could specify the system’s functionalities in the Unified Modeling Language (UML) by creating the class, collaboration and sequence diagrams. UML 2.0 profile could also be used to specify the system functionalities [7], but at the time we wrote this paper there was no tool available to convert the UML 2.0 diagrams into a programming language. The main benefits of the UML 2.0 is that it uses special stereotypes and design rules for modeling the behavior of the application and platform components and it also enables their parameterization.

The CASE (Computer Aided Software Engineering) tools like Together and Rational Rose could be used for the entry of the system model. After specifying the system model in UML using these tools, the code could be generated automatically in the language selected by the system designer (e.g., SystemC, Java, and C/C++). Nguyen et al. [9] provides a tool that enables the system designer to specify the system model in UML and automatically convert it into SystemC code [9]. After generating the code in the selected language, hardware/software estimation tools could be used to estimate the execution time and energy consumption. We could use the estimation tool developed by our research group that is capable of estimating the execution time and energy consumption based on Assembly code [11].

Therefore, after estimating the system’s metrics, we could provide this information to our hardware/software partitioning tool that is being developed as an Eclipse plugin by our research group. This tool looks for the best partitioning that meets the design constraints. Since most design decisions are driven by constraints then we should incorporate the application constraints into our objective function so that partitions that met constraints would be considered better than those that did not meet. Finally, after instantiating the platform based on the application constraints then we could start developing the product.

5.4 Process for Implementing New Systems Functionalities

This process would help us implement the system’s tasks of the pulse oximeter in a systematic way. According to the business value of the system’s functionalities defined in the process for managing product requirements, we could start implementing the tasks responsible for measuring the oxygen saturation level in the patient’s blood. In order to implement this functionality, we should first write the unit test for this functionality and thereafter we should successfully compile the unit test before really writing the functionality’s code. If there would be compilation problems then the unit test for this functionality should be fixed.

After successfully compiling the unit test, we could start coding the functionality by following product’s coding standard defined at the beginning of the project. The functionality’s code would be considered completely implemented only after the team member successfully runs the unit test that was created for the functionality. Therefore, it would ensure that the functionality would be in compliance with its specification and the calculation of the oxygen saturation level in the patient’s blood would be correctly performed. If there would be some need for splitting this functionality into different tasks then there would be the need for creating the unit tests for each code piece of the functionality.

5.5 Process for Refactoring the Code

After implementing the system’s functionalities, we could identify in further sprints opportunities to improve an existing code. For instance, we could identify during the pulse oximeter project that the level of the oxygen saturation and cardiac frequency functionalities have some tasks in common. Both functionalities need to collect data from the sensor and identify the maximum and minimum signal pulse. Therefore, the application of this process would lead to elimination of duplicated code, reduction of the amount of system’s functions, and improve the system performance.

But before improving the code for those tasks in common, we should first create branches in the system repository for not breaking an existing working code. After that, we should verify if there is some need for updating the unit test of the functionality. If there is no need to update the unit tests then we could start improving the code without altering its external behavior. After refactoring the code, we could run the unit test in order to verify if the changes are working correctly. If there is no compilation problem and the unit test does not fail then we could integrate our changes into the product development line.

After integrating the code, the regression tests could be run in order to check if there is no compilation and semantic problems. If there is no problem then the refactoring would be completed. Another important point when applying the refactoring process is that system functions might also be moved from one system component to another, i.e., the system designers might decide to move a function from software running on one of the processors to a hardware block. For instance, the signal conditioning of the pulse oximeter could be moved from software component to a full-custom logic, an application-specific integrated circuit (ASIC), or reconfigurable logic component. This process would also lead to improve the system performance.
5.6 Process for Optimizing the System

This process would help us identify system’s variable that could be optimized in order to meet the system’s constraint. To optimize the system’s variables, we should first establish the metrics and ensure that the refactoring process has already been applied. After that, we could run our profiler tool [11] to monitor the program and tell where it would be consuming time and energy. In this way, we could be able to find small parts of the program where these system’s variables could be optimized. Thereafter, we could optimize the variables under attention by hand. As in refactoring, we could also carry out the changes in small steps. After each step, we should compile, test and run the profiler tool again. If the variable has not been optimized then we should return the changes in the version control system and continue the optimization process until the variables could satisfy the constraints.

6 Conclusion

This paper described an agile development methodology and its application in the development of the pulse oximeter. In order to create the methodology, we chose two agile methods XP and Scrum as well as organizational patterns named in this paper as agile patterns. Scrum is explicitly intended for the purpose of managing agile software development projects. On the other hand, XP is a collection of well-known development practices. The agile patterns provide means to structure the software development process of organizations.

When XP, Scrum and agile patterns are combined they cover many areas of the system development life-cycle. However, the combination of Scrum, XP and agile patterns does not mean that they can directly used to develop embedded systems. Slightly changes were needed to: (i) adopt processes and tools to optimize the product’s design rather than take paths that lead to designs that have no chance of satisfying the constraints, (ii) support software and hardware development through a comprehensive flow from specification to implementation, (iii) instantiate the system platform based on the application constraints rather than overdesign a platform instance for a given product, and (iv) use system platform to conduct various design space exploration analyses for performance.

To illustrate the use of the processes and tools of the proposed methodology, we described how it could be applied to develop the pulse oximeter equipment. In this case study, we used UML notation to specify the application functionalities and convert them into programming languages to apply the estimation and partitioning tools. For further steps, we are researching models that can carry enough information about the ultimate physical implementation at a high abstraction level and planning experimental studies where the methodology will be observed. After that, our goal is to introduce the proposed methodology step-by-step into the industry by using traditional measurement framework.
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Abstract

In Model-Based Development (MBD), developers analyze, validate, implement, and test a system with based on the model of system. In the development of embedded system, MBD becomes more popular since the complexity of embedded system has been increasing nowadays. However, the produced software through MBD often diverges from the original model and even results in an erroneous situation because the model of system may not properly reflect the principal aspect of system. In this paper, we provide a hardware model to capture the property and constraint of hardware in embedded systems. In addition, we propose a development framework for embedded systems, in which the model of system is oriented to the model of hardware called resource model.

1 Introduction

An embedded system is a special-purpose system in which the software system is completely encapsulated by hardware device it controls. The hardware and the software components in it process various types of external inputs in an interactive manner. In recent, an embedded system is often deployed into the safety-critical systems, such as nuclear, avionics, automobile, that require higher quality and reliability than general computer systems. Moreover, the complexity of such systems requires rigorous and flexible methodologies like Model-Based Development (MBD). In MBD, the use of various dimensional models across all development phases allows the model-based design to produce systems that are more correct by model construction. The model in MBD often allows to verify itself by formal verification methods so that it gets more guaranteed than by simulation and testing.

However, embedded software produced from the model of embedded system more often diverges from the original model because the principal property or constraint of hardware, operating systems, and system software may be ignored by designers or analyzers.

In this paper, we present a hardware-oriented model as a key model that captures the property and constraint of hardware that restricts the behavior of software. In general, resource is an entity that software needs in order to perform their functions. The resource can often indicate various types of hardware, such as memory, CPU, and ports. Moreover, the resource often means an software entities, such as semaphore, message-queue, mailbox, and data packet, that are used to control software program and to process input data. To design embedded systems, we regard resource as such hardware and software entities. In addition, we incorporate functions to control the hardware and software entities into a part of resource model. With based on the resource model, we present a development framework for embedded systems. In our approach, we assume that hardware is first constructed, software runs on such hardware.

This paper is organized as follows. First, we will discuss the related works and problems in the embedded system model of MBD, particularly, focusing on the implementation. Next, we define embedded system resource in terms of embedded software and present a development method that is based on the resource model. After that, a case study is given to explain the resource-oriented method in developing and implementing embedded software. Finally, we conclude this paper and present the future work.

2 Related Works

To develop embedded systems, one of development approaches is codesign[2, 6, 7, 8]. There are two kinds of codesign; for different domains and for hardware and software. The first codesign approach[2] suggests that different domain models, such as continuous, discrete-event, and communicating finite state machine, synchronous dataflows, and so on, are co-designed into a model of heterogeneous system by CFISM(Co-design Finite State Machine). In this approach, the validation of system model is often performed by simulation to confirm these models in different domains are correctly and consistently operate each of func-
tions. The second codesign approach[7, 8] emphasizes the digital systems for electronic systems only in view of hardware and software and suggests that an embedded system is designed without discriminating hardware and software in a system model, and then, the model of system is partitioned into hardware and software, and they are implemented respectively into hardware and software system. Stephan[8] also presented a hardware/software co-design framework where developers create models of a formal system representation independently of the hardware and software implementation. In his approach, the hardware and software are developed from each model of hardware and software. The main assumption of this paper is that hardware environment in the embedded system to be developed is given. So that our idea proposing in the paper is how to abstract the hardware in terms of resource model in order that application software can be developed easily in cooperation with the abstraction model. In this sense, our idea can be used in the codesign process once after hardware and software are partitioned. When application software is identified and implemented, one is needed for the interface between application software and hardware. The resource model can provide the viewpoint of hardware for the software.

Another embedded system development approach is Platform-Based Design(PBD)[9]. In PBD, the platform is a library of components that can be assembled to generate a design at that level of abstraction. The library not only contains computational block but also communication components that are used to interconnect the functional components. In PBD, the essential principle is to identify precisely defined layers where the refinement and abstraction process take place and to identify design as a meeting-in-the-middle process, where successive refinement of specification meet with abstraction of potential implementation. In our approach, we focus on the abstraction of hardware, where hardware is captured in terms of specific properties and constraints, in order to guide the construction of software.

Development methodology using UML(Unified Modeling Language) is another approach for the development of embedded system. UML is a set of modeling languages that allow the user to prospect systems in various aspects[1]. However, in UML, it is necessary to construct more than one model to reason an embedded system, and it is difficult to construct models in each of views and to transform a model into another model. In our approach, we use a behavioral language, statechart[3, 4], to construct hardware and software model.

3 Comments on Embedded System Model

In MBD, there are various models, such as behavioral, architectural, structural model[1] to build embedded systems. Behavioral models, such as statechart and activity-diagram model, are widely used to capture an embedded system because they are able to be validated by executable models and generated into software or hardware implementation codes without human interpretation. In this paper, we use the statechart model to capture the hardware and software of embedded system.

A typical difference between hardware and software in embedded systems is the concept of concurrency. Hardware component, such as analogue, digital and dedicated hardware component, can perform each of functions in purely concurrent manner. However, software component in forms of tasks, processes, interrupt handlers, functions, and objects, can performs each of functions in interleaving manner. Thus, the middleware like operating systems is used to compensate such different concept of concurrency, but the accuracy of software in performing its function are closely related to the timing accuracy of software execution. In particular, the timing information about the behavior of hardware must be given in software design models in order to build more correct embedded software since such timing constraint placed on the software comes from the hardware.

In MBD, an embedded software construction requires a reworking of the implementation process[5]. This reworking of the process leads to

- A reduction in the amount of hand written code
- Improved modeling of the physical constraints of the control hardware
- Implementation issues being considered in the design process

The first reworking is related to the human interpretation of models. To reduce the human interpretation, the automatic code generation technique has been studied for last decades, and the size of automatically generated code is also properly reduced nowadays so that the produced code is used in the safety-critical system such as nuclear, avionic system.

In this paper, we focus on the last two since those are related to hardware constraints. The hardware constraints must be explicitly given in software requirement or design. To incorporate the hardware constraints into the software design, we present a hardware-oriented model called resource model, in which the property and constraint of hardware are essential for embedded software construction. The implementation issues must be also considered when the system model is constructed. In our hardware-oriented model, we focus on the timing and the availability issue of hardware among various implementation issues.

To explain the necessity of resource model, we give a simple example where two tasks communicate with each other as follows.
"Two tasks communicate through two events, SYNC_A and SYNC_B"

Figure 1 shows a statechart model for two-task synchronization. The model in statechart depicts that two parts in the system are synchronizing with each other using events. To implement them into software, developers must consider the aspect of resource that is restricted in software environment. Figure 2 shows the software code of two-task synchronization, where each part of statechart models, SW_A and SW_B, are implemented into software in forms of task. Then, one of principal issues is synchronization method that controls software execution flow. For instance, developers might determine the following issues related to the software execution.

- Among Task A and Task B, which first starts its execution?
- What kind of semaphore is used to control the software execution if the synchronization method is implemented with semaphore?

These issues are mainly related to the characteristic of synchronizing method and the scheduling policy of CPU.

```c
#define NO_RUNNING 0
#define RUNNING 1

int sync_a = NO_RUNNING; int sync_b = NO_RUNNING;

void sem_pend(int semaphore)
{
  if (semaphore == sync_a) { 
    // NO_RUNNING
    ...
    // RUNNING
  }
}

void sem_post(int semaphore)
{
  if (semaphore == sync_a) {
    // NO_RUNNING
  }
}

task A{
  while(1)
  {
    sem_pend(sync_a); // NO_RUNNING
    ...
    // RUNNING
    sem_post(sync_b);
  }
}

task B{
  while(1)
  {
    sem_post(sync_a);
    ...
    // RUNNING
    sem_pend(sync_b); // NO_RUNNING
  }
}
```

Figure 2. Two Tasks in Software Code

If developers determine to use semaphore for the synchronization, the semaphore may be characterized as follows.

- The type of semaphore is binary semaphore.
- Semaphore, SYNC_A, has been already acquired by another Task B, before Task A starts.
- The semaphore can not be preempted by any other tasks while it has been already preempted once.
- Function, sem_pend(), forces tasks to wait for the semaphore in waiting-list when the semaphore has been already acquired by a task.
- Function, sem_post(), force a task to ready for execution if the task are waiting for the semaphore in the waiting-list and to request CPU scheduling.

We would incorporate these constraints and requirements that are mostly related to the hardware of embedded system into a resource model. Thus, design specification in respect to embedded software can be detailed more correctly in terms of hardware that interacts with target software. Next, we characterize a resource to represent hardware in embedded systems.

4 Resource Model

In this paper, we characterize the resource of embedded system as follows:

Resource in embedded systems is a hardware-related object that is used for software execution.

We divide the resource of embedded system into hardware-oriented and software-oriented resource. The software and hardware components, except target hardware and target software, may compose an embedded system. The hardware component is often divided into general-purpose hardware such as CPU, memories, AD/DA converters, digital I/Os, serial ports, and bus interfaces and dedicated hardware, such as FPGA, sensors, and motors. All of them often interact with software to accomplish a system requirement continually. These hardware components are hardware-oriented resources in embedded systems. The embedded software is often divided into application and system software. The system software is used to interpret hardware information for software. The application software uses such elements as semaphore, message-queue, and mailbox, that are served by an operating system, in order to control software execution and uses data that are transmitted by an operating system in order to process data. Thus, we incorporate such software elements the system software...
like operating systems provides into software-oriented resource.

In our approach, the system software, such as operating system and device drivers, is regarded as methods to control hardware and software resources.

In our view, resource model is characterized as follows:

**Resource model captures hardware in terms of constraints concerning hardware behavior, timing, and availability.**

The behavior of hardware is hardware action or function to restrict and support software behavior. The behavior of hardware to interact with embedded software is implemented in forms of data and time. The data highlight hardware status, hardware input value, and the composition of data and time controls the software execution flow. To produce correct embedded software models, we capture the correct behavior of hardware and implement them in consistent ways.

Next, the timing constraint related to hardware restricts the behavior of software, and the timing constraint is specified in forms of the deadline and the throughput. An embedded software must complete in a specific time when a hardware component expects the software to produce outputs for the hardware component. Therefore, most of embedded software is subject to the timing constraint of hardware, and such constraints should be introduced in embedded software model for software verification.

Finally, the availability in using a hardware unit such as memory and ports, is identified before software with deadline processes its function. Thus, it is necessary for the availability to be introduced in embedded software models. For instance, the memory in computer systems is a typical shared entity that more than one function share during their execution. The point is that the shared memory must never be corrupted by an illegal access. Thus, the access rule must be described to protect such shared resource from being corrupted by an illegal access. Hence, we believe that the availability of resource must be introduced in embedded software models.

The resource in our approach plays a role as requirement and constraint of hardware that is placed on the software. However, we discuss that the resource model is not only used for the verification of a model but also for the implementation of embedded software.

In our approach, the resource model to abstract hardware in embedded system has following advantages.

- The model of hardware that is co-designed with software model is limited to the constraint of hardware for embedded software construction.
- The co-designed model reduces the complexity of verifying a large specification.
- The model of hardware helps developers construct and configure interfaces, such as operating systems, interface data and functions.

## 5 Resource-Oriented Embedded System Development

Figure 3 shows a development of embedded system that is based on resource model. We divide the model of embedded systems model into three kinds of models; Resource-Independent Model(RIM), Resource-Oriented Model(ROM), and Implementation Specific Model(ISM).

**Resource-Independent Model(RIM)** captures embedded system models with focusing on a system behavior, not considering the use of any resources. This model is oriented to the state and communication of each function of systems. In Figure 1, a statechart model for the two-task...
synchronization is depicted in the view of RIM. The RIM captures a system in terms of the orthogonal relation of functions so that it allows users to capture the behavior of each function in terms of the communication of the function in the overall system view. In statechart models, a state in statechart implies two kinds of means; action and property. Action state indicates system behavior in a particular time so it means something behavioral that happens in a particular time. Property state, by contrast, indicates system property, condition, or mode. Surely, the property may imply the notion of system action, but we separate the action notion from the property notion. For example, a statement, “The system is processing input A,” implies an action of the system. In contrast, a statement, “The system is off,” implies a condition of the system that is interpreted by the property state. The action state can be refined into a detailed statecharts while the property state cannot be refined into a lower hierarchy statechart level. To construct the RIM, we can first identify the action and the property state in a system specification. After that, the identified states are used to construct the behavior of a system while identifying the communication of each software components.

Resource-Oriented Model (ROM) constructs the model of embedded software where a resource model is incorporated into the RIM so that the constraint and requirement of hardware is placed on the software model. In other words, the ROM captures the behavior of embedded software that is oriented to the behavior of hardware because the resource model includes the property of hardware.

Figure 4 depicts an example of ROM where two tasks synchronize with each other using two semaphores. In particular, it runs two tasks in one CPU so there a scheduling algorithm is necessary to share it. The task of the ROM must process its function in accordance with constraints that is placed by the behavior and limitation of resource, and the behavior and limitation of resource is modeled in the resource model.

Consider a situation in which the embedded software can be restricted by the following selective requirements concerning semaphores.

- If the semaphore is binary, it is impossible for any other tasks to preempt the semaphore.
- If the semaphore is a counting semaphore, it can be shared by a limited number of tasks.

Figure 4 shows that the behavior of task depends on the property of semaphore. If the semaphore to be used by the two tasks is a counting semaphore, tasks may not be synchronized with each other. Moreover, this uses only one CPU, it needs a scheduling policy that determines the execution sequence of tasks.

Figure 4 specifies the requirement for the semaphore as follows:

- The type of semaphore is a binary semaphore, thus, it is exclusively used by only one task.
- The semaphore informs semaphore-requesting tasks of being released whenever the semaphore is released,
- The semaphore is marked with being preempted and allows semaphore-acquiring tasks to be re-scheduled whenever a task acquires the semaphore.

The mean that a software model is oriented to resource models is that the software model executes collaboratively with resource models that specify the property and constraint of hardware, and the property and constraint of hardware are closely related to the behavior of software. In statechart model of Figure 4, resource models, such as SEM_A, SEM_B, and SCHEDULER, are communicating with tasks, SW_A and SW_B using events and condition data, such as A_READY, B_READY, and SCHED.

In the system level design, the ROM can be a detailed design for embedded software because it includes the detailed information for software implementation. Moreover, in implementation stage, a resource model can be used to implement and configure interfaces, such as interrupt handlers and operating systems.

Implementation Specific Model (ISM) is an implementation model, in which the details of a system, such as data structure, and variable type, are given in a behavioral and static form. The ISM is divided into Dynamic ISM and Static ISM.

Dynamic ISM is a detailed behavioral description for the code of software functions. The model of statechart in such tools as STATEMATE MAGNUM and Rhapsody of I-Logix can be automatically and directly generated into software applications in C, C++, and JAVA without human interpretation. Especially, these tools for software implementation provides the aspect of software programming languages, such as type system, structure, even platform configurations, that allows users to develop software without user’s code implementation. Thus, we regard models in statechart as a Dynamic ISM because it includes the detailed description of a function in the implementation level. In a case of software, the Dynamic ISM is configured in forms of task, process, interrupt handler, and object. The hardware of embedded systems is also implemented into various types of components by transforming the model of hardware into Hardware Description Language (HDL), such as VHDL, Verilog, Esterel, etc. In a case of the resource model, more is complex in implementing it than the model of the software and the hardware. The resource model can be transformed into the hardware-software interfaces, such
as device drives, and operating systems, and it can be used to configure the property of operating systems, such as the scheduling policy, periodic scheduling time, and inter-task communication methods. In Figure 4, each of statecharts for task can be generated into software in C, C++, or JAVA. Thus, they are Dynamic ISMs.

Static ISM is a model that includes information about the interface data between the hardware and software of embedded systems. In embedded systems, the data to interpret the hardware information is implemented by software variables. To identify the needed data variables for the hardware and software interface, a resource model can be used because it represent the behavior of hardware with restricting the behavior of software and interacts with the model software. In the interacting of resource model with software models, the variables represent the interface data is identified. Thus, the interface data structure is captured into Static ISM. For instance, a resource model representing semaphore includes events, conditions, states, and data in statechart. The syntactical elements of statechart used to compose the resource model can be structured as follows:

```
STRUCT RSC{
    EVENT e;
    CONDITION c;
    DATA d;
    STATE s;
}
```

The abstract data types, EVENT, CONDITION, DATA, and STATE in the Dynamic ISM are implemented respectively into the corresponding data type by a dedicated software programming language. For instance, a variable in the type of CONDITION can be implemented by the type of boolean in JAVA. A variable in the type of STATE to identify the status of a system can realized by the type of integer in C, and a variable in the type of DATA can be realized into specific types of variable according to the use of the variable in models. The variables in the type of EVENT is needed to be specially treated in implementation environments. An event is often an instantaneous signal that is valid during only a specific period. For instance, the event in statechart only is valid in only one step. However, the imperative language, such as C, JAVA, C++, does not have the explicit notion of event, and it implements the event by event handling functions, such as event handler, and interrupt handler, that operating systems provide to handle such events. In short, the implementation of such events differs in user’s implementation.

Consider a situation where where a variable in type of EVENT is implemented by an interrupt. To handle the interrupt, it is necessary to create an interrupt handler and some variables in implementation.

The point is that a resource model highlights the hardware of embedded system in terms of behavior, time, and availability. The resource model provides the property or constraint of hardware that restricts the behavior of software.
with interacting with the software model in the resource-oriented model of embedded system.

Through the resource model, the model of embedded software is more detailed in terms of hardware constrains for the software. Moreover, the resource model is used to construct hardware and software interface and to configure middle-ware like operating systems and device drivers because it interprets the behavior of hardware in term of software.

In the development of embedded systems, the advantages in using the resource-oriented models are as follows:

1. In requirement analysis, the analyzer can overview a system in the overall behavior of system, not in the view of system data.

2. In design of system, a resource model captures the property and constraint of hardware of embedded systems, and the embedded software model is oriented on the resource model. The detailed design of software can be analyzed more correctly and completely against hardware properties.

3. In implementation of system, a resource model is used to build various types of interfaces, such as data structures, device drivers, and operating systems.

4. The verification using resource models is more reliable rather than using independent software models and more consistent through various models of embedded software. Moreover, the model of software including the property and constraint of hardware by resource models can be regarded as a co-designed model, and the co-designed model for software is more possible to be applied with formal verification techniques rather than the classical hardware/software codesign models.

6 CASE STUDY: Serial Communication using UART

6.1 RIM for UART

UART (Universal Asynchronous Receiver/Transmitter) is a full duplex serial interface that implements an asynchronous serial communications between a target system and a host system. The asynchronous communication informs a receive of data of the beginning and the ending of the data transmission by sending either starting or ending bit. The serial communication using UART is illustrated in Figure 6.

The UART controller and its software is required as follows.

- The size of buffer of Transmitter/Receiver is 8-bit
- The START and STOP bit marks a frame with respectively the beginning and the ending of a data frame.
- The STOP bit brings a serial interrupt to the system.
- A receiver reads the data from a buffer whenever it receives the serial interrupt from the UART controller.

The RIM for the UART controller and its software is depicted in Figure 7. The model specifies a concurrent execution of hardware and software; BUFFER_CONTROLLER and RX_SW_FUNCTION. The BUFFER_CONTROLLER specifies a UART controller that reads START_BIT to begin to receive a frame of data from a sender and STOP_BIT to stop to receive the
frame of data. The BUFFER_CONTROLLER also informs the receiver of the buffer status by sending an interrupt, RX_BUFFER_FULL_INTERRUPT. The software function, RX_SW_FUNCTION, processes the data transited from the buffer when invoked by an hardware interrupt, RX_BUFFER_FULL_INTERRUPT.

6.2 ROM for UART

The ROM of UART provides two timing constraints as follows:

- To discriminate the value of input signal, a timing constraint is placed on the UART.
- To limit the time when the software reads data from the buffer, a timing constraint related to buffer update is placed on the software. That is, the software must read the data from buffer before a new data of next frame arrives at the buffer.

The ROM in Figure 8 shows that the behavior of UART where it changes its state according to the value of data with timing constraints.

The BUFFER_CONTROLLER in Figure 8 is a statechart model for the UART controller. The RX_BUFFER is a resource to represent a shared buffer, and the size of buffer, 8 bits, is specified by a data variable, RX_BUF_LEFT. The size of buffer is reduced while the buffer is filled up with data. The controller looks forward to the arrival of the STOP_BIT when the buffer of controller is full of receiving data. In this model, The START_BIT and the STOP_BIT means into respectively 0 and 1, The only one of O value signal indicates the begging of receiving of a frame and two consecutive 1’s indicates the ending of receiving of a frame.

The value of buffer, RX_BUFFER, in the state of BUFFERING is changed by signal the RX_SIG that denotes a value signal from a data sender. The rest of data in the RX_BUFFER is shifted 1 bit to left whenever a new data delivered by RX_SIG is put into the RX_BUFFER(ASHL(RX_BUFFER,1)). The full of RX_BUFFER leads RX_BUFFER to be ready for receiving two consecutive 1’s, and after they all arrive at the buffer, the controller of buffer brings an serial interrupt, RX_BUFFER_FULL_INTERRUPT, in order to invoke a receiving software. The interrupt starts RX_SW_FUNCTION that processes the data of receiving by copying them into the processing software.

The ROM of the UART includes some timing requirements. The timing specification in the ROM is based on discrete time model. The UART in Figure 8 interacts with a time indicating signal, TICKER, that triggers a clock tick to inform UART of time. Hence, the UART can changes its behavior with periodic clock, TICK, that is occurred by the TICKER.

The following is one of the timing requirements that is related to UART:

To discriminate the value of input signal, a timing constraint is placed on the UART.

The signal, RX_SIG, delivers the value of input signal. Time to capture the value of RX_SIG is controlled by a tick, TICK, that is triggered by the TICKER. In other words, the value of RX_SIG is sampled each occurrence of the tick. The model of UART shows that the RX_SIG always comes along with TICK as follows:

\[ \text{TICK(not RX_SIG \& RX_BUF_LEFT=0)}/ \]
\[ \text{RX_BUFFER=ASHL(RX_BUFFER,1)} \]

The following is another timing requirement that is for data processing software:

To limit the time when the software reads data from the buffer, a timing constraint related to buffer update is placed on the software. That is, the software must read the data from buffer before a new data of next frame arrives at the buffer.

This requirement shows that the data processing software must copy the data of RX_BUFFER into a software variable, DATA, within a specific period. The software function starts when the software is synchronized by the serial an interrupt that indicates the ending of transmission of a data frame. The timing requirement shows that the software to copy the data of RX_BUFFER into its software variable before a new START_BIT is arrived at the buffer of UART. The sender of UART must know the period between the STOP_BIT and the START_BIT in order to allow software to perform the process of the copy. The following statement of statechart in Figure 8 shows condition and time when the UART starts...
again to receive data from the sender. The data processing software must complete to copy the data of buffer before the next TICK arrives.

\[
\text{TICK} \left[ \text{not RX_SIG} \right] / \text{RX_BUFFER}\_\text{LEFT}=8;
\]

6.3 ISM for UART

The implementation model for UART is based on the ROM of UART, which is mentioned in the previous section. First, we construct a Static ISM for the UART. The Static ISM for the interface of hardware and software is constructed through a resource model for UART, BUFFER\_CONTROLLER. The data structure for interfacing data may be organized as follows:

```
STRUCT UART{
    RX_BUFFER : Bit-array (0 to 7);
    RX_BUF_LEFT : Integer;
    STOP_BIT_LEFT : Integer;
}
```

We assume that two events, TICK and RX BUFFER\_FULL\_INTERRUPT is implemented in two hardware interrupts. Moreover, we create interrupt handlers to handle the two interrupts and to synchronize tasks that are related to the interrupts.

7 Resource-Oriented Development

In our approach, resource models capture the property and constraints of hardware in embedded systems. The development framework of embedded systems, which is based on the resource model, is shown in Figure 9.

To analyze a system requirement, developers focus on the behavior and the communication of system in terms of the overall system using the RIM. Next, a resource model is constructed in that it captures the property and constraints of hardware that is oriented to the behavior, the time, and the availability of hardware. Using the resource model, embedded software model is detailed with restricted by the property and constraint of hardware. A resource model often reveals the property of interfaces, such as operating systems, device drivers. In verification of model of embedded systems, resource models are used as requirement specification for embedded software. In other words, the model of embedded software is verified by checking if the behavior of embedded software model satisfies the constraints of hardware and are compliance with the property of hardware.

The ISM is used to implement software product in that the application of software and the interface are constructed using the model of software and the resource model. However, the resource can be used to configure operating systems, interrupt handlers, and device drivers if these system software are already determined in the development process.

8 Conclusions

This paper presents a resource model for the modeling of embedded system. MBD allows developers to specify and validate a system without physical implementation of system. However, embedded software may diverge from the original software model due to such physical constraint...
We present a resource model that highlights the property and constraints of hardware in terms of embedded software. The resource model helps developers in the development of embedded systems as follows:

- A resource model of embedded system provides a requirement or constraint for embedded software.
- The model of embedded software is more correctly validated with a more precisely hardware behavior model in a resource model.

We presented three kinds of design model for embedded system: Resource-Independent Model, Resource-Oriented Model, and Implementation Specific Model. They are used for respectively requirement, detailed design, and implementation model. Moreover, we think that one of most important and difficult parts of application software development in embedded system is interface - the software’s view to hardware environment. We think the notion of resource for hardware environment can be one of solutions for the hardware-software interface in software development.

In the future, we will define a resource model with formal semantics and develop ways to generate interfaces using resource model without human interpretation.
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Abstract

Automated diagnosis of errors detected during software testing can improve the efficiency of the debugging process, and can thus help to make software more reliable. In this paper we discuss the application of a specific automated debugging technique, namely software fault localization through the analysis of program spectra, in the area of embedded software in high-volume consumer electronics products. We discuss why the technique is particularly well suited for this application domain, and through experiments on an industrial test case we demonstrate that it can lead to highly accurate diagnoses of realistic errors.
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1 Introduction

Software reliability can generally be improved through extensive testing and debugging, but this is often in conflict with market conditions: software cannot be tested exhaustively, and of the bugs that are found, only those with the highest impact on the user-perceived reliability can be solved before the release. In this typical scenario, testing reveals more bugs than can be solved, and debugging is a bottleneck for improving reliability. Automated debugging techniques can help to reduce this bottleneck.

The subject of this paper is a particular automated debugging technique, namely software fault localization through the analysis of program spectra [11]. These can be seen as projections of execution traces that indicate which parts of a program were active during various runs of that program. The diagnosis consist in analyzing the extent to which the activity of specific parts correlates with errors detected in the different runs.

Locating a fault is an important step in actually solving it, and program spectra have successfully been applied for this purpose in several tools focusing on various application domains, such as Pinpoint [4], which focuses on large, dynamic on-line transaction processing systems, AMPLE [5], which focuses on object-oriented software, and Tarantula [9], which focuses on C programs.

In this paper, we discuss the applicability of the technique to embedded software, and specifically to embedded software in high-volume consumer electronics products. Software has become an important factor in the development, marketing, and user-perception of these products, and the typical combination of limited computing resources, complex systems, and tight development deadlines make the technique a particularly attractive means for improving product reliability.

To support our argument, we report the outcome of two experiments, where we diagnosed two different errors occurring in the control software of a particular product line of television sets from a well-known international consumer electronics manufacturer. In both experiments, the technique is able to locate the (known) faults that cause these errors quite well, and in one case, this implies an accuracy of a single statement in approximately 450K lines of code.

The remainder of this paper is organized as follows. In Section 2 we explain the diagnosis technique in more detail, and in Section 3 we discuss its applicability to embedded software in consumer electronics products. In Section 4 we describe our experiments, and in Section 5 we discuss how our current implementation can be improved. In Section 6 we discuss related work. We conclude in Section 7.

2 Preliminaries

In this section we introduce program spectra, and describe how they are used for diagnosing software faults.
void RationalSort(int n, int *num, int *den) {
    int i,j,temp;
    for (i=n-1; i>=0; i--) {
        /* block 1 */
        int i,j,temp;
        for (j=0; j<i; j++) {
            /* block 2 */
            if (RationalGT(num[j], den[j],
                num[j+1], den[j+1])) {
                /* block 4 */
                temp = num[j];
                num[j] = num[j+1];
                num[j+1] = temp; } } } }

Figure 1. A faulty C function for sorting rational numbers

First we introduce the necessary terminology.

2.1 Failures, Errors, and Faults

As defined in [3], we use the following terminology.

- A failure is an event that occurs when delivered service deviates from correct service.
- An error is the part of the total state of the system that may cause a failure.
- A fault is the cause of an error in the system.

To illustrate these concepts, consider the C function in Figure 1. It is meant to sort, using the bubble sort algorithm, a sequence of n rational numbers whose numerators and denominators are passed via parameters num and den, respectively. There is a fault (bug) in the swapping code of block 4: only the numerators of the rational numbers are swapped. The denominators are left in their original order.

A failure occurs when applying RationalSort yields anything other than a sorted version of its input. An error occurs after the code inside the conditional statement is executed, while den[j] ≠ den[j+1]. Such errors can be temporary: if we apply RationalSort to the sequence \( \langle \frac{4}{1}, \frac{2}{3}, \frac{6}{5} \rangle \), an error occurs after the first two numerators are swapped. However, this error is “canceled” by later swapping actions, and the sequence ends up being sorted correctly. Faults do not automatically lead to errors either: no error will occur if the input is already sorted, or if all denominators are equal.

The purpose of diagnosis is to locate the faults that are the root cause of detected errors. As such, error detection is a prerequisite for diagnosis. As a rudimentary form of error detection, failure detection can be used, but in software more powerful mechanisms are available, such as pointer checking, array bounds checking, deadlock detection, etc.

In a software context, faults are often called bugs, and diagnosis is part of debugging. Computer-aided techniques as the one we consider here are known as automated debugging.

2.2 Program Spectra

A program spectrum [11] is a collection of data that provides a specific view on the dynamic behavior of software. This data is collected at run-time, and typically consists of a number of counters or flags for the different parts of a program. As such, recording a program spectrum is a lightweight analysis compared to other run-time methods, such as, e.g., dynamic slicing [10].

As an example, a block count spectrum tells how often each block of code is executed during a run of a program. In this paper, a block of code is a C language statement, where we do not distinguish between the individual statements of a compound statement, but where we do distinguish between the cases of a switch statement\(^1\). Suppose that the function RationalSort of Figure 1 is used to sort the sequence \( \langle \frac{4}{1}, \frac{2}{3}, \frac{6}{5} \rangle \), which it happens to do correctly. This would result in the following block count spectrum, where block 5 refers to the body of the RationalGT function, which has not been shown in Figure 1.

<table>
<thead>
<tr>
<th>block</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>count</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>6</td>
</tr>
</tbody>
</table>

Block 1, the body of the function RationalSort, is executed once. Blocks 2 and 3, the bodies of the two loops, are executed four and six times, respectively. To sort our example array, three exchanges must be made, and block 4, the body of the conditional statement, is executed three times. Block 5, the RationalGT function body, is executed six times: once for every iteration of the inner loop.

If we are only interested in whether a block is executed or not, we can use binary flags instead of counters. In this case, the block count spectra revert to block hit spectra. Besides block count/hit spectra, many other forms of program spectra exist. See [7] for an overview. In this paper we will work with block hit spectra, and hit spectra for logical threads used in the software of our test case (see Section 4.1).

2.3 Fault Diagnosis

The hit spectra of M runs constitute a binary matrix, whose columns correspond to N different parts of the program (see Figure 2). In our case, these parts are blocks of

\(^1\)This is a slightly different notion than a basic block, which is a block of code that has no branch.
C code. In some of the runs an error is detected. This information constitutes another column vector, the error vector. This vector corresponds to a hypothetical part of the program that is responsible for all observed errors. Fault localization essentially consists in identifying the part whose column vector resembles the error vector most.

In the field of data clustering, resemblances between vectors of binary, nominally scaled data, such as the columns in our matrix of program spectra, are quantified by means of similarity coefficients (see, e.g., [8]). As an example, the Jaccard similarity coefficient (see also [8]) expresses the similarity of column \( j \) and the error vector as the number of positions in which these vectors share an entry 1 (i.e., block was exercised and the run has failed), divided by this same number plus the number of positions in which the vectors have different entries:

\[
s_j = \frac{a_{11}(j)}{a_{11}(j) + a_{01}(j) + a_{10}(j)}
\]

where \( a_{pq}(j) = |\{ i \mid x_{ij} = p \land e_i = q \}| \), and \( p, q \in \{0, 1\} \).

Under the assumption that a high similarity to the error vector indicates a high probability that the corresponding parts of the software cause the detected errors, the calculated similarity coefficients rank the parts of the program with respect to their likelihood of containing the faults.

To illustrate the approach, suppose that we apply the RationalSort function to the input sequences \( I_1 = \langle \rangle, I_2 = \langle \frac{1}{2} \rangle, I_3 = \langle \frac{2}{3}, \frac{1}{3} \rangle \) and \( I_4 = \langle \frac{1}{1}, \frac{2}{3}, \frac{0}{3} \rangle \), \( I_5 = \langle \frac{1}{1}, \frac{2}{3}, \frac{3}{4} \rangle \), and \( I_6 = \langle \frac{1}{1}, \frac{2}{3}, \frac{4}{3} \rangle \).

\( I_1, I_2, \) and \( I_6 \) are already sorted, and lead to passed runs. \( I_3 \) is not sorted, but the denominators in this sequence happen to be equal, in which case no error occurs. \( I_4 \) is the example from Section 2.1: it is not sorted, and an error occurs during its execution, but this error goes undetected. Only for \( I_5 \) the program fails. The calculated result is \( \langle \frac{1}{1}, \frac{2}{3}, \frac{4}{3} \rangle \) instead of \( \langle \frac{1}{1}, \frac{2}{3}, \frac{3}{4} \rangle \), which is a clear indication that an error has occurred.

The block hit spectra for these runs are as follows (‘1’ denotes a hit), where block 5 corresponds to the body of the RationalGT function, which has not been shown in Figure 1.

For this data, the calculated Jaccard coefficients are \( s_1 = \frac{1}{5}, s_2 = \frac{1}{3}, s_3 = \frac{1}{7}, s_4 = \frac{1}{9}, s_5 = \frac{1}{7} \), which (correctly) identifies block 4 as the most likely location of the fault.

### 3 Relevance to Embedded Software

The effectiveness of the diagnosis technique described in the previous section has already been demonstrated in several articles (see, e.g., [1], [4], [9]). In this paper we present the benefits and discuss the issues specifically related to debugging embedded software in consumer electronics products. Especially because of constraints imposed by the market, the conditions under which this software is developed are somewhat different from those for other software products:

- To reduce unit costs, and often to ensure portability of the devices, the software runs on non-commodity hardware, and computing resources are limited.
- As a consequence, many facilities that developers of non-embedded software have come to rely on are absent, or are available only in rudimentary forms. Examples are profiling tools that give insight in the dynamic behavior of systems.
- At the same time, the systems are highly concurrent, and operate at a low level of abstraction from the hardware. Therefore, their design and implementation are complicated by factors that can largely be abstracted away from in other software systems, such as deadlock prevention, and timing constraints involved in, e.g., writing to the graphics display only in those fractions of a second that the screen is not being refreshed.
- On top of challenges that the entire software industry has to deal with, such as geographically distributed development organizations, the strong competition between manufacturers of consumer electronics makes it absolutely vital that release deadlines are met.
- Although important safety mechanisms, such as short-circuit detection, are sometimes implemented in software, for a large part of the functionality there are no personal risks involved in transient failures.
Consequently, it is not uncommon that consumer electronics products are shipped with several known software faults outstanding. To a certain extent, this also holds for other software products, but the combination of the complexity of the systems, the tight constraints imposed by the market, and the relatively low impact of the majority of possible system failures creates a unique situation. Instead of aiming for correctness, the goal is to create a product that is of value to customers, despite its imperfections, and to bring the reliability to a commercially acceptable level (also compared to the competition) before a product must be released.

The technique of Section 2 can help to reach this goal faster, and may thus reduce the time-to-market, and lead to more reliable products. Specific benefits are the following.

- As a black-box diagnosis technique, it can be applied without any additional modeling effort. This effort would be hard to justify under the market conditions described above. Moreover, concurrent systems are difficult to model.
- The technique improves insight in the run-time behavior. For embedded software in consumer electronics, this is often lacking, because of the concurrency, but also because of the decentralized development.
- We expect that the technique can easily be integrated with existing testing procedures, such as overnight playback of recorded usage scenarios. In addition to the information that errors have occurred in some scenarios, this gives a first indication of the parts of the software that are likely to be involved in these errors. In the large, geographically distributed development organizations that we are dealing with, it may also help to identify which teams of developers to contact.
- Last but not least, the technique is light-weight, which is relevant because of the non-commodity hardware and limited computing resources. All that is needed is some memory for storing program spectra, or for calculating the similarity coefficients on the fly (which reduces the space complexity from $O(M \times N)$ to $O(N)$, see Section 5). Profiling tools such as gcov are convenient for obtaining program spectra, but they are typically not available in a development environment for embedded software. However, the same data can be obtained through source code instrumentation.

While none of these benefits are unique, their combination makes program spectrum analysis an attractive technique for diagnosing embedded software in consumer electronics.

4 Experiments

In this section we describe our experience with applying the techniques of Section 2 to an industrial test case.

4.1 Platform

The subject of our experiments is the control software in a particular product line of analog television sets. All audio and video processing is implemented in hardware, but the software is responsible for tasks such as decoding remote control input, displaying the on-screen menu, and coordinating the hardware (e.g., optimizing parameters for audio and video processing based on an analysis of the signals). Most teletext² functionality is also implemented in software.

The software itself consists of approximately 450K lines of C code, which is configured from a much larger (several MLOC) code base of Koala software components [12].

The control processor is a MIPS running a small multitasking operating system. Essentially, the run-time environment consists of several threads with increasing priorities, and for synchronization purposes, the work on these threads is organized in 315 logical threads inside the various components. Threads are preempted when work arrives for a higher-priority thread.

The total available RAM memory in consumer sets is two megabyte, but in the special developer version that we used for our experiments, another two megabyte was available. In addition, the developer sets have a serial connection, and a debugger interface for manual debugging on a PC.

4.2 Faults

We diagnosed two faults, one existing, and one that was seeded to reproduce an error from a different product line.

Load Problem. A known problem with the specific version of the control software that we had access to, is that after teletext viewing, the CPU load when watching television (TV mode) is approximately 10% higher than before teletext viewing. This is illustrated in Figure 3, which shows the CPU load for the following scenario: one minute TV mode, 30 s teletext viewing, and one minute of TV mode. The CPU load clearly increases around the 60th sample, when the teletext viewing starts, but never returns to its initial level after sample 90, when we switch back to TV mode.

Teletext Lock-up Problem. Another product line of television sets provides a function for searching in teletext pages. An existing fault in this functionality entails that searching in a page without visible content locks up the teletext system. A likely cause for the lock-up is an inconsistency in the values of two state variables in different components.

²A standard for broadcasting information (e.g., news, weather, TV guide) in text pages, very popular in Europe.
for which only specific combinations are allowed. We hard-coded a remote control key-sequence that injects this error on our test platform.

4.3 Implementation

We wrote a small Koala component for recording and storing program spectra, and for transmitting them off the television set via the serial connection. The transmission is done on a low-priority thread while the CPU is otherwise idle, in order to minimize the impact on the timing behavior. Pending their transmission via the serial connection, our component caches program spectra in the extra memory available in our developer version of the hardware.

For diagnosing the load problem we obtained hit spectra for the logical threads mentioned in Section 4.1, resulting in spectra of 315 binary flags. We approached the lock-up problem at a much finer granularity, and obtained block hit spectra for practically all blocks of code in the control software, resulting in spectra of over 60,000 flags.

The hit spectra for the logical threads are obtained by manually instrumenting a centralized scheduling mechanism. For the block hit spectra we automatically instrumented the entire source code using the Front [2] parser generator.

In Section 2.3 we use program spectra for different runs of the software, but for embedded software in consumer electronics, and indeed for most interactive systems, the concept of a run is not very useful. Therefore we record the spectra per transaction, instead of per run, and we use two different notions of a transaction for the two different faults that we diagnosed:

- for the load problem, we use a periodic notion of a transaction, and record the spectra per second.
- for the lock-up problem, we define a transaction as the computation in between two key-presses on the remote control.

4.4 Diagnosis

For the load problem we used the scenario of Figure 3. We marked the last 60 spectra, for the second period of TV mode as ‘failed,’ and those of earlier transactions as ‘passed.’ In the ranking that follows from the analysis of Section 2.3, the logical thread that had been identified by the developers as the actual cause of the load problem was in the second position out of 315. In the first position was a logical thread related to teletext, whose activation is part of the problem, so in this case we can conclude that although the diagnosis is not perfect, the implied suggestion for investigating the problem is quite useful.

For the lock-up problem, we used a proper error detection mechanism. On each key-press, when caching the current spectrum, a separate routine verifies the values of the two state variables, and marks the current spectrum as failed if they assume an invalid combination. Although this is a special-purpose mechanism, including and regularly checking high-level assert-like statements about correct behavior is a valid means to increase the error-awareness of systems.

Using a very simple scenario of 23 key-presses that essentially (1) verifies that the TV and teletext subsystems function correctly, (2) triggers the error injection, and (3) checks that the teletext subsystem is no longer responding, we immediately got a good diagnosis of the detected error: the first two positions in the total ranking of over 60,000 blocks pointed directly to our error injection code. Adding another three key-presses to exonerate an uncovered branch in this code made the diagnosis perfect: the exact statement that introduced the state inconsistency was located out of approximately 450K lines of source code.

5 Discussion

Especially the results for the lock-up problem have convinced us that program spectra, and their application to fault diagnosis are a viable technique and useful tool in the area of embedded software in consumer electronics. However, there are a number of issues with our implementation.

First, we cannot claim that we have not altered the timing behavior of the system. Because of its rigorous design, the TV is still functioning properly, but everything runs much slower with the block-level instrumentation (e.g., changing channels now takes seconds). One reason is that currently, we collect block count spectra at byte resolution, and convert to block hit spectra off-line. Updating the counters in a multi-threaded environment requires a critical section for every executed block, which is hugely expensive. Fortunately, this information is not used, and we believe we can implement a binary flag update without a critical section.

Second, we cache the spectra of passed transactions, and transmit them off the system during CPU idle time. Be-
cause of the low throughput of the serial connection, this may become a bottleneck for large spectra and larger scenarios. In our case we could store 25 spectra of 65,536 counters, which was already slowing down the scenarios with more than that number of transactions, but even with a more memory-efficient implementation, this inevitably becomes a problem with, for example, overnight testing.

For many purposes, however, we will not have to store the actual spectra. In particular for fault diagnosis, ultimately we are only interested in the calculated similarity coefficients, and all similarity coefficients that we are aware of are expressed in terms of the four counters $a_{00}$, $a_{01}$, $a_{10}$, and $a_{11}$ introduced in Section 2.3. If an error detection mechanism is available, like in our experiments with the lock-up problem, then these four counters can be calculated on the fly, and the memory requirements become linear in the number columns in the matrix of Figure 2.

6 Related Work

Program spectra were introduced in [11], where hit spectra of intra-procedural paths are analyzed to diagnose year 2000 problems. The distinction between count spectra and hit spectra is introduced in [7], where several kinds of program spectra are evaluated in the context of regression testing. In the introduction we already mentioned three practical diagnosis/debugging tools [4, 5, 9] that are essentially based on the same diagnosis method as ours. A recent study, reported in [1], indicates that the choice of the similarity coefficient, as introduced in Section 2.3 can be of significant influence on the quality of the diagnosis. In the experiments reported in the present paper we used both the Jaccard coefficient of Eq. (1), and the best coefficient identified in [1], but the results were essentially the same.

As we mentioned in Section 3, black box techniques like spectrum-based diagnosis can be applied without additional knowledge about a system. An example of a white box technique is model-based diagnosis (see, e.g., [6]), where a diagnosis is obtained by logical inference from a formal model of the system, combined with a set of run-time observations. White box approaches to software diagnosis exist (see, e.g., [13]), but software modeling is extremely complex, so most software diagnosis techniques are black box.

7 Conclusion

In this paper we have demonstrated software fault diagnosis through the analysis of program spectra, on a large-scale industrial test case in the area of embedded software in consumer electronics devices. In addition to confirming established effectiveness results, our experiments indicate that the technique lends itself well for application in the resource-constrained environments that are typical for the development of embedded software.

While our current experiments focus on development-time debugging, they open corridors to further applications, such as run-time recovery by rebooting only those parts of a system whose activities correlate with detected errors.
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Abstract

There is an ever increasing concern about security threats as embedded systems are moving towards networked applications. Model based approaches have proven to be effective techniques for embedded systems design. However, existing modeling tools were not designed to meet the current and future security challenges of networked embedded systems. In this paper, we propose a framework to incorporate security modeling into embedded system design. We've developed a security analysis tool that can easily integrate with existing tool chains to create co-design environments that addresses security, functionality and system architecture aspects of embedded systems concurrently.

1. Introduction

Embedded systems play a crucial role in critical infrastructure in [1], which is essential to national security, success and economic health [2]. There is increasing concern of the security threats on these kinds of embedded systems [3],[4]. Successful attacks have been reported on the US Power Grid [5] and the sewer system of Australia’s Maroochy Shire Council [6]. Other incidents such as a worm infection [7] have affected the Davis-Besse Nuclear Power Plant and CSX Railroad Corp. [6]. To address such security threats we need to rethink the embedded software design process.

Model Integrated Computing (MIC) [8] is gaining wide recognition in the field of embedded software design. Models represent embedded software, its deployment platform and its interactions with the physical environment. Models facilitate formal analysis, verification, validation and generation of embedded systems [9]. Hence, this approach is superior to traditional manual software development process. Although, there is modeling tool support for analysis of functionality, performance, power consumption, safety, etc., currently available tools incorporate little if any support for security modeling. As a result, security is looked at only once the complete system has been built. At best, this approach of addressing security in the last stages of development is inefficient taking large amounts of effort to achieve only modest improvements in security. Engineers designing embedded systems usually do not have the experience to address security issues and in many cases are not even aware of the issues [10]. Fixing security vulnerabilities involves releasing patches, which can introduce new problems such as viruses [11] or security vulnerabilities [12]. Still, systems designed without security in mind are intrinsically insecure. Patches can fix specific security vulnerabilities, but do not address poor system architecture. Many times vulnerabilities are only discovered once they have been exploited. To address these unknown threats, systems can be isolated in private corporate networks using firewalls and intrusion detection systems. But such perimeter defenses, even if they are flawless, cannot protect against insider attacks [13]. In light of this situation, we advocate modeling environments that incorporate security into the early design phase of embedded systems.

One of the few modeling languages with security extensions is UML. Currently available extensions to UML provide: access control [14] [15], fair exchange, assumptions about secrecy, integrity, etc. [16]. There are existing tools that can guarantee some security properties using automated proof verifiers [16]. However, UML based Model Driven Security is not sufficient for design and analysis of embedded systems. We strongly believe that embedded system design can benefit from Domain-Specific Modeling Languages (DSML) as opposed to the one-size-fits-all approach of UML. For example, there is no concept of hardware in UML which makes it ill suited for embedded systems with their diverse hardware architectures. In many embedded applications system resources are scarce. Added overhead for security can
have drastic effects on performance. An ideal embedded software development environment will allow the engineer to analyze security and performance tradeoffs based on the hardware platform the system will run on.

2. Background and Motivation

MIC can meet the challenges of designing secure embedded systems. A key advantage of the model based approach is the abstraction of the application domain. This abstraction is facilitated through the use of DSMLs. A DSML provides a system designer a set of concepts that are specifically tailored for a certain application domain. In our case, the domain is networked embedded real-time systems, such as process control systems, automotive, avionics and robotics systems. A DSML with the proper level of abstraction hides the inconsequential details of a system while allowing the engineer to shift focus to more important aspects. There are many examples of DSMLs developed for embedded system design in different domains [MILAN [17], SMOLES [18], AADL [17]]. We propose an extension mechanism for DSMLs that adds security concepts similar to UML extensions [14]. By extending embedded system DSMLs, we can add tool support for security analysis, validation, verification and generation. These security tools will extend the large tool chains that already exist for embedded system design.

3. General Approach

We will demonstrate a process for integrating security analysis into existing tool chains to create a security co-design environment. The approach taken is to create a common DSML that is used to capture and analyze security properties of systems. The advantage of this approach is that the effort needed develop the security analysis tool is only spent once. Then this tool can be incorporated into existing embedded systems languages with minimal effort. By defining mappings from an embedded system DSML onto the security analysis DSML, we can analyze the security properties the embedded system. Figure 1 illustrates the process of defining mappings from one or more DSMLs onto a language supporting security analysis and feeding the analysis results back to the DSML.

3.1. Information Flow Analysis

The two traditional models for dealing with information flow in systems are the Bell-LaPadula model [19] and the Biba model [20]. Both of these models enforce an access control scheme that defines the rights of a subject to access information. Subjects and information are assigned a security level and a compartment which define what information a given subject is permitted to access. The set of all security levels is an ordered set that can be evaluated as an inequality (i.e. Top Secret > Secret). Compartments are a set that can be evaluated as an inequation (i.e. FBI ≠ CIA).

The Bell-LaPadula model deals with confidentiality or secrecy of information in systems. The two properties that the Bell-LaPadula enforces are the Simple Security Property and the * (star) Property. The Simple Security Property states that a subject may not read information that is classified at a level greater than that subject’s classification. The * Property states that a subject may not write information to a level less than that subject’s classification.
The Biba model deals with integrity of information in systems. Biba also enforces a Simple Security Property and a * Property. The Biba version of the Simple Security Property states that a subject may not read information that is classified at a level less than that subject’s classification and the Biba version of the * Property states that a subject may not write information to a level greater than that subject’s classification.

![Figure 2. Partitions and dataflows in SAL](image)

To analyze the Bell-LaPadula and Biba models, SAL views a system as a set of partitions, a set of data objects contained in each partition and the dataflows inside and across the partitions. Dataflows are represented as connections between input and output ports on a partition. In SAL, partitions are the subjects and are assigned a security level and compartment attributes. A data object inherits the security level and compartment classification of its containing partition. SAL allows the security level to be an integer value and the compartment to be a string value. Our analysis tool treats each data object as the root node in a tree search algorithm. The tool will traverse the dataflow paths originating from a data object and verify that each partition through which that data object flows has a security level and compartment that permit that partition to access the data object. Bell-LaPadula does not allow information to flow to a lower security level while Biba does not allow information to flow to a higher security level. When composed, these two models only allow information to flow between partitions with the same security level. Applying both models is too restrictive in a system where the designer does not need to restrict access to all data objects. There may be some data objects that have a secrecy requirement but no integrity requirement and vice versa. To provide a less restrictive models, data objects in SAL are assigned two Boolean attributes, secrecy and integrity. The flow of every data object is evaluated based on the settings of these attributes. When secrecy is true the Bell-LaPadula model is enforced and when integrity is true the Biba model is enforced on the flow of that data object between partitions. Figure 2 shows a small example model in SAL.

3.2. Threat Model Analysis

In a distributed system, partitions may reside on multiple nodes and data is transferred between these nodes over some communication channel. The information flow analysis addresses the movement of data explicitly defined in the system model but does not address covert channels. One such covert channel could be a man-in-the-middle attack on the communication channel. To prevent such attack, the communication channel can be encrypted. Adversary modeling in SAL enables the analysis tool to identify vulnerable channels and determine which encryption algorithms can be used to protect data being transmitted on that channel. Figure 3 illustrates the adversary model.

![Figure 3. Encryption algorithms library and adversary models in SAL](image)

In each system there is a library of encryption algorithms that contains the set of all encryption algorithms that can be used to encrypt a channel. Each system also contains a set of adversary models that define which encryption algorithms are vulnerable in the context of that adversary. Each adversary contains a set of references to algorithms that are defined in the algorithms library. Each reference has an attribute, maxkeysize, which means that the referenced algorithm is vulnerable to that adversary if the strength of its encryption is not greater than maxkeysize. Together, the encryption algorithm library and adversary models allow our analysis tool to determine which algorithms are safe to use to encrypt information flows. Each information flow in SAL has an attribute, adversary, which identifies the adversary model associated with that information flow. Each information flow in SAL also has an EncryptionAlgorithm and KeySize attribute. For each information flow in the system, the analysis
tool checks the EncryptionAlgorithm and KeySize attribute against the set of encryption algorithms that are vulnerable for the adversary model specified by adversary.

3.3. Integrating Security Analysis with Existing Tool Chains

Although, there is modeling tool support for analysis of functionality, performance, power consumption, safety, etc., currently available tools incorporate little if any support for security modeling. As a result, security is only addressed once the complete system has been built. We want to leverage the work behind existing tool chains by incorporating security analysis in the system design process. SAL was created to be a reusable tool that can be integrated with multiple tool chains, thus reducing the effort that would be required to develop custom security analysis for each tool chain.

In MIC, a transformation is, in general, a one way function with a domain being the set of all valid models in the original DSML and a range being the set of all valid models in the destination DSML. By defining a transformation that maps models of an embedded system DSML onto SAL, we can perform information flow analysis and threat model analysis on the embedded systems models. In order to define such a transformation, the original DSML must be able to capture those security properties that are need for SAL to provide a useful analysis. In other words, for information flow analysis, the DSML must be able to model the concepts such as data object, dataflow, partition, security level, compartment, secrecy and integrity requirements and for threat model analysis the DSML must be able to model the concepts such as encryption algorithm library, encryption algorithm, adversary model, vulnerable encryption algorithm, encrypted channel and channel adversary. Typically, the DSML will not have all of the concepts needed to create such a transformation. For example, take a DSML built on the synchronous dataflow model of computation [21]. This DSML would have the concepts such as data objects and dataflow, but none of the other security specific concepts. It would be the responsibility of a tool designer to add the ability to capture those security specific concepts in a DSML. The process of extending a DSML to capture security related properties is not as difficult as it might seem. One of the powerful concepts of the MIC approach is easy composition of metamodels to form new languages. By composing the metamodel of a DSML with concepts from SAL, it is relatively easy to form these security specific extensions to an existing language. The tool designer can then create the transformation rules that map models in the DSML onto models in SAL. GME is integrated with the Graph Rewriting and Transformation language (GReAT) [22]. GReAT is built on top of an execution engine (GReAT-E) which can translate models based on transformation rules specified by GReAT. This mapping specification needs to be created only once for a given DSML and then any valid models for that DSML can be automatically transformed into a corresponding SAL model.

Since SAL is only capable of capturing those concepts which are relevant to security analysis, it is not possible to define a transformation from SAL back onto the original DSML. Those concepts which are unique to the original domain are lost in the translation from the DSML to SAL. In order for SAL to provide useful feedback to the user, we introduce the path and id attributes which belong to partition, information flow, data object, ports, adversary model and encryption algorithm in SAL. Path and id store the path and the unique ID of an object in the original DSML. When a SAL model is analyzed and security violations are identified, the results will be fed back to the user of the original DSML in the form of an error messages along with hyperlinks that identify at which point in the original model there is a security violation. Using this approach, a user of a DSML will never have to view the SAL model. The transformation to a SAL model, the security analysis and the result feedback form an automated process.

When adding these security specific concepts to a DSML, it is important to consider what they mean in the context of the entire tool chain. Often the design flow includes other tools for such things as functionality, schedulability, power consumption and safety analysis. The division between these different types of analyses is not always clear-cut. Many times decisions made based on one type of analysis can have an impact on the outcome of other types of analysis. One such example in the context of SAL is the use of encryption algorithms. The decision to encrypt a communication channel could have a major effect on the schedulability of the system. Also, if there is a code generator for the DSML, it must be modified to support these security properties (i.e. linking to encryption libraries, enforcing the partition model, etc.). The tool developer who is integrating SAL capabilities to a DSML must address concerns such as making these other tools aware of the impact the security properties will have on the system. Figure 4 shows a typical design flow for performing security analysis with an embedded system DSML.
4. Example: Integrating Security Analysis to an Existing Embedded System Language

As a proof of concept, we have integrated SAL with an existing tool for the design of embedded systems called SMOLES [18]. SMOLES alone does not address security concerns. We show how we add the capability for capturing security specific properties to SMOLES. Models in SMOLES are enriched with these concepts and we create a mapping from SMOLES concepts to objects in SAL. This mapping allows us to create a transformation from SMOLES models to SAL models. We show how results from the analysis of a SAL model can feed back warnings of security violations so that the user can correct the SMOLES model accordingly.

4.1. Description of SMOLES

The Simple Modeling Language for Embedded Systems (SMOLES) was designed as a simple modeling language that allows constructing small, embedded systems from components [18]. The components are assumed to be concurrently executing objects that communicate and synchronize with each other. Furthermore, objects can perform blocking I/O operations in which they wait for the result, while other objects can execute. Communication between components means passing data from a source component to a destination component, which is then enabled to run, in order to process the data. In addition to data triggering, periodic timers can also trigger the components. The language consists of components and assemblies. Components are the elementary building blocks, and contain input and output ports, which are used to receive/send data tokens from/to other components. Assemblies contain components, and describe how they are interconnected. Like components, assemblies can have their own input and output ports, and assemblies can contain other assemblies. Assemblies are organized into a hierarchy. The various components and assemblies in the hierarchy communicate with each other through the dataflows, as specified by the designer. SMOLES has a code generation utility that will interpret the model and output C++ code that will execute on top of a small custom dataflow kernel. Figure 5 shows a small example model in the SMOLES DSML.

4.2. Integrating SAL with SMOLES

Since SMOLES does not capture any security properties, we must add the appropriate concepts, so that we can define a transformation from SMOLES to SAL. We call this extended language SMOLES_SEC. SMOLES_SEC allows the modeler to capture the security properties required to perform the two types of analysis that SAL supports, the information flow analysis and threat model analysis.

First, we address those concepts necessary to perform the information flow analysis. SMOLES already has the concept of dataflows but none of the other concepts used in SAL. Assemblies in SMOLES are close to the concept of a partition in SAL. One possible approach would be to add the security level and compartment attributes to assemblies. However, assemblies are organized in a hierarchy whereas partitions in SAL are not. So, we introduce the idea of partition to SMOLES_SEC. Partitions will have input and output ports which can be connected by dataflow connections. Like in SAL, partitions will have security level and compartment attributes that define their access rights in the context of the Bell-LaPadula and Biba models. Assemblies will be contained by partitions and will inherit the security level and compartment of the containing partition. SMOLES has the concept of dataflow; however there is no first class object that is a data object. We assign the secrecy and

![Figure 4. Typical embedded system design flow with SAL](image)

![Figure 5. Example SMOLES model](image)
integrity attributes to an assembly in SMOLES_SEC and evaluate these attributes against the dataflows originating from that assembly.

Next, we address the concepts necessary to perform the threat model analysis. SMOLES has no concept of encryption algorithms or adversary modeling. We add these concepts to SMOLES_SEC and define them in the same way that they are defined for SAL. In each system, there is an encryption algorithms library with a set of encryptions algorithms. Each system contains a set of adversaries and each adversary contains a set of references to encryptions algorithms. Each encryption algorithm has an attribute, \textit{maxkeysize}. We do not associate an encryption algorithm and adversary model directly with dataflows as it is done in SAL. Rather, SMOLES_SEC can model a deployment diagram where nodes, which represent the execution platform, are connected to other nodes through a link (or bus). A node can be viewed as a set that contain partitions that execute on that node. Likewise, a link can be viewed as a set that contains the dataflows that are transmitted over that link. Each link in SMOLES_SEC has an attribute, \textit{adversary}, which identifies the adversary model associated with that link. Each link in SMOLES_SEC also has an \textit{EncryptionAlgorithm} and \textit{KeySize} attribute. Dataflows inherit the \textit{adversary}, \textit{KeySize} and \textit{EncryptionAlgorithm} of the link that they are transmitted across.

The effect that these extensions for SMOLES_SEC have on tools that were written for the SMOLES languages must be examined. SMOLES has a utility that will generate C++ code from models. This utility is unaware of encryption algorithms and their meaning in the context of SMOLES_SEC. There are two solutions to this problem. Either we define a transformation that will map SMOLES_SEC models back onto SMOLES models or we port this code generator to work with the SMOLES_SEC environment. In our case we choose to port the code generator to the SMOLES_SEC environment. To do this we will need to make some slight modifications such as enabling assemblies to be contained in partitions and linking to a library of encryption algorithms.

4.3. Model Transformation from SMOLES_SEC to SAL

Now that the appropriate concepts have been added to extend SMOLES_SEC we are able to define a model transformation that maps SMOLES_SEC models to corresponding models in SAL. Once we have defined these rules, the process of converting SMOLES_SEC models to SAL models will be automated. We have written a small script that can be invoked from the SMOLES_SEC environment. This allows the user of the SMOLES_SEC environment to transform their model into a SAL model in one step, run the information flow and threat model analysis on the SAL model and receive the analysis results.

4.4. Example Application in SMOLES_SEC

An example SMOLES_SEC model is shown in Figure 6. This is a generic application that demonstrates the capabilities of the security analysis. Real applications of this tool will be too large to cover in the scope of this paper. There are four partitions in the system. Partitions A, B, and D have a security level of 1 and PartitionC has a security level of 2. This means that data objects with a secrecy requirement may not flow from PartitionC and those data object with an integrity requirement may not flow to PartitionC. In this example, we do not consider partitions with different compartment classifications. PartitionB contains an Assembly_B1 that has an integrity requirement but no secrecy requirement.
Since this assembly is in PartitionB it inherits the security level of 1. Figure 6b shows the deployment diagram. Nodes 1, 2, and 3 are connected by a common link. PartitionA and PartitionB execute on Node1. PartitionC executes on Node2 and PartitionD executes on Node3. All dataflows transfer data across the Link, except the dataflow connecting PartitionA and PartitionB which reside on the same node. Figure 6c shows the threat model of this system. The adversary model of Link is the Internet_Adversary.

First, we will invoke the information flow analysis on this model. Figure 7 shows the error message that we receive for the flow analysis. The assembly in PartitionB has an integrity requirement so the dataflows originating from this assembly are evaluated with the Biba model. There is a dataflow that connects PartitionB to PartitionC which represents data objects moving from a low security level to a high security level. This dataflow violates the Biba model. There are several possible solutions to this error. It is up to the system modeler to determine which solution is appropriate in the context of their system. For this example, we determine that the PartitionB can be classified at a security level of 2. When this change is made to the model the security analysis tool does not return any errors.

Next, we invoke the threat model analysis. Figure 8a shows the error message we receive. There is an adversary associated with the link so the channel must be encrypted. The error message warns that Link must be encrypted so we set the encryption attributes on Link to 256 bit RSA. Internet_Adversary is capable of breaking RSA with a key size of 256 bits or less. The error message in Figure 8b shows the error message we receive. To fix this error message we increase the key size used to encrypt Link to 512 bits. This fixes the security violation the threat model analysis no longer returns any error messages.

5. Future Work

SAL currently supports modeling of access control policies in the context of the Bell-LaPadula and Biba models. These access control policies are not sufficient for the needs of all applications. We would like for SAL to have the expressiveness to model other types of access control schemes. Another area that needs to be addressed is how to more tightly integrate the security analysis with the other analysis tools available for a DSML. This would allow the designer to look at tradeoffs made based on security properties such as analyzing the tradeoffs between security and performance. We have shown how SAL can be integrated with SMOLES which is a dataflow based language. This leads to a simple mapping from SMOLES to SAL. There needs to be work done to look at how security analysis can be integrated with other classes of DSML such as those based on control flow.

6. Conclusion

Model driven security approaches have been successfully used in various industrial, governmental and financial applications. Model-Integrated Computing has proven to be a valuable tool in embedded systems design process. We have demonstrated a security analysis tool that is capable of analyzing the flow of data objects through a system and identifying points in a distributed system that are vulnerable to attack. We have outlined a method for composing this type of security tool with existing tool chains for DSMLs. This approach leverages the development efforts that have gone into design of tool suites for existing embedded system DSMLs. Creating a separate analysis language for security properties allows reuse of this tool for multiple DSMLs. The example application shown is a proof of concept that demonstrates the potential of integrating security modeling capabilities with existing languages.
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Abstract

This paper introduces an approach for the development of families of embedded control processes using process family engineering techniques, exemplarily in the automotive domain, based on UML. The feasibility of our approach is validated by means of a tool chain, which is applied to a windshield wiper case study.

1. Introduction

Today, up to 100 embedded electronic control units are typically found in premium cars on the market; and the number is still increasing [ScZ03]. Moreover, embedded control systems occur in many different variants, which allows for a better market penetration. Sources of variation in embedded control systems are manifold; for example the need to apply them in different markets (Europe, NAFTA, etc.) with their different regulations and customer-related requirements or the application of different electronic systems. Additionally, new software variants providing new features have to be brought to the market in short time intervals while at the same time a high software quality has to be assured.

In the long run these challenges can only be faced by advanced software development techniques like product family engineering applying code generators for the efficient assembly of product family members. However, up to now product family engineering research has concentrated on software systems, where structure diagrams like class diagrams or component diagrams represent the main blueprint for the development of the software system, while process-oriented software has not been regarded adequately.

As a result, existing product family engineering approaches are not suited well for the development of embedded control software, where processes describe possible consequences and the interplay of the execution of related control functions: sensor data received are processed through the control function and control signals are sent to the actuators as a result of the calculation (Figure 1).

![Figure 1: Closed loop control](image)

Therefore, in this paper we present a tool chain for the development of families of control systems, exemplarily in the automotive domain. The tool chain...
implements process family engineering techniques developed within the context of the PESOA [PES06] project\textsuperscript{1}. We demonstrate the applicability of the tool chain by means of a windshield wiper case study.

This paper is structured as follows: in section 2 we outline the process family engineering process. This process serves as the conceptual basis for the tool chain described in section 3. The introduction of the tool chain is integrated with the description of the windshield wiper case study. In section 4 we give an overview of related work as well as an outlook to open issues.

2. Process Family Engineering

In this section we give an overview of the process family engineering process that serves as the conceptual basis for the tool chain described in section 3. For a description of the development activities supported by the tool chain, we refer to the classical six-pack model for product family engineering [Lin02]. However, in order to emphasize that we deal with families of process-oriented software we will use the terms process family engineering instead of product family engineering and process family infrastructure instead of product family infrastructure. Figure 2 shows the corresponding development process.

Based on these requirements a process family architecture is developed during the domain design activity using a combination of variant-rich UML 2.0 State Machines and Activity diagrams [UML05]. According to the analysis in [BEL04] and the case studies described in [RSW04] a combination of UML State Machines and Activity Diagrams is most suitable for modeling software for embedded control units. For variability modeling, variant-rich process diagrams need to contain three additions to standard process diagrams [Sch06b]. The first addition is the identification of places where variability occurs (variation point). The second modification is that possible resolutions (variants) should be shown in the diagram. The third addition is the representation of the variability mechanism for realizing the variability.

In order to highlight variation points in UML State Machines we assign the stereotype «VarPoint» to the affected State Machine element. Variants, which are identified by the stereotype «Variant» are assigned to their variation point using UML Dependencies. The variability mechanism is modeled by assigning a stereotype with a name of the variability mechanism to the Dependency relation. Moreover, we suggest the introduction of the stereotype «Variable» to denote variability below the level of detail currently shown.

Figure 2: Process Family Engineering Activities

During the domain analysis activity we use generic feature diagrams to describe the requirements on the process family. Moreover, there can be additional analysis documents like for example descriptions of the external events and the expected reactions of the system. Such event lists are used in the case study described in section 3. In particular, the domain analysis activity implies the decision for a certain abstraction level. Real-time requirements comprising variabilities, for example, could be handled as elements of the process family, or, on a more technical level, completely be covered by the implementation activities.

Most of the variabilities within the process family architecture can be linked to an arbitrary combination of features in the feature diagram. However, there are also variabilities, which are specific to the process family architecture. In order to allow for an automatic product derivation as well as for maintenance reasons, the dependencies between the variabilities in the feature model and the process family architecture have to be maintained. Moreover, the consideration of the variability dependencies assures that a consistent feature model and process architecture is derived during application engineering. These issues regarding variability tracing and variability dependency maintenance can be summarized under the term

\textsuperscript{1} PESOA is a cooperative project partially supported by the German federal ministry of education and research (BMBF). (Förderkennzeichen: 01 ISC 34E). Its aim is the design and prototypical implementation of a process family engineering platform.
variability management. For the purpose of variability management, we introduce an additional model, the *variability management model*.

Within the process family architecture the optional tagged value *Preconditions* of the «Variant» stereotype can provide information about the dependency of the subprocess variant from a certain feature and variant configuration. Since these dependencies can become arbitrarily complex, we provide only a simplified dependency expression in the variant-rich process model. The full dependency expression is maintained by the variability management model. If the selection of a subprocess variant requires the selection of a number of features and variants, the *Preconditions* tagged value will contain these features and variants as a list of comma-separated names. However, if the dependency is more complex, e.g. if a certain subprocess variant shall only be selected if feature1 and feature2, and moreover variant2 have been selected, but not feature5 or feature6, the *Preconditions* tagged value would contain the following expression: \( F(\text{feature1, feature2, variant2, feature5, feature6}) \). This indicates that the dependency is a more complex one depending on the selection of the features and variants given as parameter values. Additionally, the stereotype «Variant» may contain the tagged value *Effects* providing information about the effects resulting from the selection of the variant. These are represented like the preconditions with the difference that no features, but only variants can be affected. More detailed information how to model variant-rich State Machines and Activity diagrams can be found in [Sch06a] and [Sch06c].

During the *domain implementation* activity a domain-specific generator and domain-specific components are developed. Based on the variant-rich processes, a generator is implemented supporting the automated creation of source code that performs the appropriate process variant according to a specified configuration (see *application implementation*). Generic functionalities, i.e., functionalities that are part of all product variants within the domain, are not covered by code generation. If such functionalities are, on the other hand, to be developed especially for the selected domain, they are implemented as domain-specific implementation components [BBG05], for example as libraries or frameworks that are specific for the selected domain. Typically, hardware-related routines are candidates for such components within the (superior) embedded domain. Second kind of domain-specific components are tools that are to be used during *application implementation*, but are developed specifically for the selected domain, e.g., special pre/postprocessors. These components are referred to as domain-specific infrastructure components [BBG05]. In our case study we will provide examples for both kinds of domain-specific components. The variant-rich UML process models, the feature model, as well as a prototypical product variant implementation provide the input data needed for the domain implementation activity.

During *application analysis* and *design* the specific requirements on the embedded system variant to be developed are captured based on the feature model and the variant-rich UML models. During product derivation, the dependencies and constraints within the variability management model have to be regarded. Any product configuration, being represented as a set of selected feature model and process model variants, has to fulfill them. This has to be proved during product derivation. For verification, the selected and deselected features and process model variants are represented as a set of expressions in propositional logic of the form \( \text{variant} = \text{true} \) (in case the variant has been selected) and \( \text{variant} = \text{false} \) (in case the variant has been deselected), while variant is the name of the literal representing the selected variant. So, in order to verify that a configuration is valid it has to be proved that the configuration fulfills the process family constraints. This can be done by means of a tool for checking the satisfiability of logical expressions (i.e., a SAT-checker). SAT-checker can also be used for calculating resulting configurations based on the process family constraints. The SAT-checker therefore checks whether new expressions of the form \( \text{variant} = \text{false} \) or \( \text{variant} = \text{true} \) can be deduced from the process family constraints and the current configuration.

During *application implementation* the product providing the functionality described in the application-specific process model is developed by applying the domain-specific generator. The generator imports the selected product configuration represented by the selected features and process variants and uses it to control the generation of target code. The generated target code is built and integrated considering the domain-specific components to the completed product. Finally, the resulting product is tested.

### 3. Tool Chain and Case Study

In this section we introduce a tool chain that implements the process family engineering concepts for
embedded systems from section 2. We also show how
the tool is applied for the development of a family of
windshield wiper control systems.

3.1 Domain Analysis

During the domain analysis activity a feature model
and an event list were modeled. For managing and
structuring features hierarchically, we have used
pure::variants. Within the feature model the
commonalities and variabilities (optional, alternative,
logical “or”-relations) among the features are
documented. Moreover, it describes dependencies
among the features using associations like “requires”
and “conflicts”. Figure 3 shows an extract of the feature model for the windshield wiper created with
pure::variants.

3.2 Domain Design

The feature model as well as the completed event list
served as input for modeling the variant-rich process in
the domain design activity.

For supporting the domain design activity the IBM
Rational Software Architect [IBM06] has been
enhanced by functionality for modeling process family
variability. We call the resulting tool Process Family
Architect. The Process Family Architect allows for
modeling variant-rich UML State Machines and
Activity diagrams following the concepts described in
section 2. The functionality of the Process Family
Architect includes the creation of variation points and
variants. New variants are assigned to their variation
points showing also the variability mechanism to be
used for realizing the variability. In order to allow for a
consistent and automated configuration of the variant-
rich process models the Process Family Architect has
been integrated with pure::variants. Thereby, it is
possible to assign a variant to the variant-rich process
model to a feature configuration within the feature
model. Moreover, the Process Family Architect allows
for assigning attributes to UML elements. These can be
interlinked with the values of feature attributes in the
feature model.

In order to create a new variation point using the
Process Family Architect the UML element to become
a variation point is selected. Next, the function Make
Variationpoint is invoked from the menu or context
menu as Figure 5 shows.

Figure 3: Extract of Feature Model “Windshield Wiper”
The event list documents the identified external events
that trigger the windshield wiper. For the windshield
wiper case study 25 external events were identified.
The events were mapped to the elements in the feature
model correspondingly. Figure 4 presents the
documentation of the event “Ignition Off”. It is
activated by the user and impacts the windshield wiper.

Figure 4: Extract of Event List - Event “Ignition Off”

2 Variant management tool from pure-systems GmbH
Figure 6: Process Family Architect Menu for Inserting Variants

After an element has been highlighted as variation point using the «VarPoint» stereotype, the new point Insert Variant becomes available for the variation point. For the new variant a variability mechanism has to be selected from a list. Which variability mechanisms are offered depends on the type of the variation point. Now, a selection condition can be described in propositional logic for the new variant. The variables for the selection condition can be selected directly from the feature model. The features can be interlinked using the operators AND, OR, and NOT. Figure 6 shows an example for the definition of a new variant for the variation point created in Figure 5. In this case, the variability mechanisms extension, implementation, and replacement can be selected since the variation point is a submachine state. Moreover, the selection of the new variant during configuration depends on the selection of the features “Wiper change position” and “Freezing protection” as the selection condition indicates.

The selection conditions stored in the feature model and variant-rich process model are part of the variability management model mentioned in section 2.

Extracts of the resulting variant-rich process model created by means of the Process Family Architect are shown in Figure 7 and Figure 8. The depicted process part specifies the behavior of the system when the event “IgnitionOff” occurs, i.e. when the system switches over to the state “IgnitionOff”.

The variant-rich State Machine in Figure 7 contains two submachine states acting as variation points as indicated by the «VarPoint» stereotype. The variability on the left-hand side is realized by means of the variability mechanism “Extension”. One variant is a null-submachine without behavior. The other process variant is a behavioral extension which is represented by the encapsulating submachine “Finish Wiping”.

Figure 7: Variant-rich process - UML State Machine diagram “IgnitionOff”

Which variant is selected depends on whether the feature “Finish Wiping” has been selected for the windshield wiper or not. For realizing the variability on the right-hand side the variability mechanism “Implementation” was used. The variants which were connected to the variation point were specific submachines that could be invoked alternatively by the submachine state acting as variation point.

An example for a variant-rich Activity diagram is shown in Figure 8. It describes the behavior of the system in the state “FinishWiping” (see Figure 7). In case of “FinishWiping” the wiper is brought to an end position when the ignition is turned off. For the variant “Door Contact Wiper Stop” the behavior is extended by the functionality that wiping is stopped temporarily in case an optional door sensor indicates that the driver has opened the door.
The variability mechanisms “Extension” and “Implementation” are special cases of the variability mechanism “Encapsulation of varying sub processes”. Encapsulation of varying sub processes supports the restriction of variability to certain well-defined areas within the systems. Thereby, the maintenance and extensibility of the process family is supported. However, in contrast to other variability mechanisms, it may restrict the optimal reuse of common system parts.

### 3.3 Domain Implementation

The domain implementation work started with separating generic functionalities from functionalities to be covered by the generator. In this example, hardware-related functionalities were necessary to provide basic access to a motor, a rain sensor, etc. These functionalities are specific for our selected domain, but neither related to any variation points within the variant-rich process models, nor to the features of the feature model. Therefore, they could be implemented as domain-specific implementation components. In our case, we defined a “hardware abstraction layer” comprising all hardware-related routines. In detail, this domain-specific component was represented by the C++ classes\(^3\) “Rainsensor”, “Doorcontact” and “Motor”.

The other functionalities were to be covered by the domain-specific generator. For its development the HyperSenses\(^4\) technology was used. It provides a convenient model-based approach for the implementation of generators. The concrete generator development tool is named HyperSenses Meta Composer [HS06]. A HyperSenses generator consists of so-called “code patterns” and a metamodel following the OMG MOF standard [MOF06]. The metamodel comprises all variation points that are to be considered. The code patterns are parameterized fragments of target code, which are coupled to the metamodel. The generator had to be capable of processing the selected features and process variants issued by the Process Family Architect. Thereby, the generator considered the variation points of the process as variation points for code generation. As the OMG XMI standard [XMI05] is defined especially to connect modeling tools with code generators, it was chosen as input format. Additionally, the generator had to be configured for the appropriate XMI data, as XMI is a standard allowing different XML schemas. In our case the generator received its input from an XMI file generated by the Process Family Architect. This XMI file contained the product configuration, i.e. the selected features and process variants.

\(^3\) Usually, software in the automotive domain is implemented in the programming language C. Our environment and controller allows us to implement the software in C++. The concepts described here can also be applied to C.

\(^4\) HyperSenses™ is a trademark of Delta Software Technology.
metamodel comprises exactly the variation points
needed for the generation task.

Figure 10: HyperSenses Metamodel Section with MOF
Features “freezing_protection” and
“wiper_change_position”.

Based on the metamodel as the main artifact of the
generator’s implementation, so-called “code patterns”
were defined. Within HyperSenses, code patterns are
profundly parameterized code fragments, coupled to
elements of the metamodel [HS06]. In our domain,
for example, the "Wiper" class contains a method to
control the first wiper motor, i.e. the only one or the
left one (see Figure 11). The corresponding part of the
code pattern comprises several "slots" (dark grey /
magenta) and “optional code blocks” (light grey /
turquoise).

Slots are directly associated to metamodel features,
receiving string values or values processed by
expressions. In our case, slots were especially useful
to implement variable moving directions of the wiper.
Consider the slot definitions for “moveLeftB” and
“moveRightB“, as shown in Figure 12. The

Optional code blocks define whole code sections as
being coherent code generation elements. They are
integrated or left out in the target code only as a whole.
Each optional code block depends on embedded slots –
they all have to be filled with values to enable the
generation of the block. Additionally, an optional code
block may have a condition [HS06]. Such a condition
consists of an expression yielding a true or false value.
In our case, each block was defined with one condition,
as shown in Figure 12: The elements with document
icons represent optional code blocks. Most of them
depend on the features "wiper_change_position" or
"freezing_protection". Code blocks actually may be
nested, whereby the inner block depends on the outer
one. An example is the block named “doNothing
Block” highlighted in Figure 12, which comprises the
three nested blocks “info_changePosition”,
"or_operator" and “info_icePosition”.

While slots are used to associate target code positions
with values, optional code blocks provide a declarative
mechanism to express even very complex dependencies
between several fragments of target code.

In fact, the definition of metamodel elements and
patterns was an interactive process, whereby the
sequence of metamodel and pattern definition remarks
the first working cycle. After finishing this work, the
generator implementation had to be completed by the
model import [GOB05, chapter 4]. Such a model is an
instance of the metamodel, following the definition and
philosophy of MOF. A HyperSenses model therefore
comprises concrete class instances and feature values,
representing the configuration data needed for code
generation. As stated above, these data was available in
XMI format. The model import had to be able to
process these XMI data. Therefore, it was configured
by mapping definitions, considering the specific XMI
format as well as the specific metamodel. In particular,
such mapping definitions are true domain-specific infrastructure components (see chapter 2).

3.4 Application Analysis

In application analysis the generic feature model is instantiated regarding the requirements of a specific product. For this purpose we select those features out of the windshield wiper feature model which lead to a valid feature configuration. In order to accomplish this process step we used the tool pure::variants (Figure 13).

3.5 Application Design

During the application design activity the variant-rich UML State Machine and Activity diagram models are now configured automatically within the Process Family Architect regarding the selected features. The automatic configuration of the variation points in the variant-rich UML diagrams is based on an evaluation of the selection conditions for every variant. The value of the selection conditions depends on the feature configuration selected in pure::variants.

Figure 14 and Figure 15 show the configured UML State Machine diagram “Ignition Off” and the configured UML Activity diagram “Move Wiper”.

3.6 Application Implementation

The application implementation work started with importing the product configuration data – the selected features and process variants. These data have been issued by the Process Family Architect as an OMG XMI file. The file is imported and transformed by HyperSenses’ model import into a HyperSenses model [GOB05, chapter 4], an instance of the metamodel defined at domain implementation. This model was already complete, that is, the code patterns could immediately be applied to it. The model import and code generation tasks were triggered from the tool HyperSenses Active Intent.

In HyperSenses, code patterns may form hierarchies, whereby one such hierarchy forms one, so-called “rendering”. In general HyperSenses renderings are
used either for configuration (model creation) purposes or for code generation. On a technical level, there is actually no difference: any rendering provides a certain view on the model data. As an important consequence, a code generation is triggered by just switching to the appropriate rendering, compare the concepts outlined in [CE00, chapter 11]. One rendering thereby is associated to one output target code file [HS06]. In our case, there was a range of files to be generated. Therefore, HyperSenses was extended by a script that automatically starts all possible code generations for one model.

The generated C++ files were put together with the hardware abstraction layer sources and built within a Cygwin environment on a Windows notebook. The target platform consisted of a microcontroller and a rain sensor as well as a door open sensor. The controller was an AVR128 8-Bit RISC processor with 128 KB data flash and 4 KB SRAM. This hardware environment required certain code optimizations, for example, inline method definitions. They were needed to reduce the stack size, which was limited by SRAM size. For the controller the PURE operating system was used [SSB03]. The mentioned code optimizations took place within the code pattern definitions, leading to a short development cycle between domain implementation and application implementation. Finally, the whole executable code was flashed from the notebook to the controller to become tested.

4. Conclusions

In this paper we have presented a tool chain for developing families of embedded systems.

For developing product families a number of alternative approaches have been proposed, e.g. in [ABB02, KCH90, PBL05, PRB03, WeL99]. However, these are rather targeted towards structural diagrams, while variant-rich behavioral diagrams are not in the center of interest. Especially, for embedded control software – as part of embedded control processes – modeling dynamic aspects is indispensable. On the other hand those approaches focusing on variant-rich processes are not integrated into a process family engineering development process [KLB05, McSo3, Pre04, RoA03]. Moreover, they do not completely fulfill the requirements on variability modeling in process family architectures as analyzed in [Sch06b] and focused within this paper.

Based on the case study of a windshield wiper control, we have shown the applicability of the process family engineering approach. However, our approach is not limited to automotive control processes but can be applied to the development of arbitrary families of embedded control software. The only prerequisite is that the system can be described by means of UML. This holds especially for those domains, where modeling of system behavior is of special interest, for example in the telematic domain. Finally, we have shown the feasibility of our approach by means of an integrated tool chain.

Modeling and configuring variant-rich processes are per se complex tasks. With this knowledge in mind, it has to be evaluated how far the tool chain also scales for larger systems. In this context reuse of already existing model artefacts plays an important role. An open issue for future work is integrating reengineering aspects into the process family engineering and the adaption of tool support, respectively. Here, we consider aspects for seamlessly integrating variability into already existing architecture models.
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Abstract

In the first part of this paper we summarize the results of a questionnaire for software professionals which we, the Software Engineering Group at Friedrich-Schiller-University Jena, handed out to (local) small and medium-sized IT businesses. The questionnaire targeted the true state of the art in practical software development with a focus on questions regarding the benefits and drawbacks of standard methodologies and all forms of user participation in such an environment. Especially interesting for us was the degree of customer integration into the development process, the understandability of used notations from the developer and user perspective, and the possible reasons for difficulties in the interaction between customer and developer teams.

In the second part we present a first look at the UPEX methodology which takes into account the results of the questionnaire.

1 Introduction

As many studies [8, 9, 5] show, a majority of all projects miss their goals. This percentage is presented by the Standish Group [6] which publishes research reports on the success of software projects in regular intervals. Starting with the first release 1994 [7], the report indicates every single time that about 70 percent of all projects miss their goals.

These reports, as many others, indicate a clear problem, a recurring symptom for nearly all branches of the software production domain. For us, the interesting question must be what the reasons and attributes are that trigger on a regular basis situations where too many project miss their goals.

In this context it is important to understand that, in connection with the modeling and specification of complex software systems, not only technical problems cause projects to fail. Most abstract and formal models, which provide a concise and clean basis for the developer, are not easy to be understood for the stakeholder and, thus, lead to costly misunderstandings already in the early phases of systems development. Just a remark, stakeholder means both customer and future user of a software system. We targeted this situation in the upstream phases of software development and tried to pinpoint what the true difficulties between stakeholder and developer are. To this end we moved into the IT-based industrial environment here in Thuringia and developed an online questionnaire that targets the typical local, small and medium-sized business.

Goal of the questionnaire was to get answers regarding the state of art in practice. Which process models, methods and notations are really used? When, where and how arise problems between stakeholder and developer teams during the development process? In addition it was important for us to get an answer how far and in which way the stakeholder is integrated in the development process. We received 65 answered questionnaires from 54 companies, mostly with less than 50 employees.

In this paper we describe structure and content of the questionnaire. An evaluation will then provide some insight in the local situation. While we are aware that the questionnaire is not fully representative in selection and quantity of the sample, we still believe that it gives us a chance to have a deeper look into true development practices for this type of companies. It will also help us to place our future research close the practical needs in our local environment and open an opportunity for targeted improvement which drives us to a first solution proposal called UPEX.

2 Structure of our questionnaire

Our questionnaire was structured into five parts (see figure 1).

Part I. and II. helped to clarify general questions, as size
of business and project teams, the volume of projects in person-month, as well as the type of software developed in the enterprise. The qualifications of interviewers and stakeholders had to be determined, too. The III. part of the questionnaire researched the communication between stakeholder and developer team, as to how and when the stakeholder is usually integrated in software development. The IV. part asked for process models and notations. It also inquired for an estimate how well understood the used notations might be from the stakeholder perspective. The last part asked for specific and typical difficulties that appear on a regular basis and how the enterprise tries to avoid them currently.

3 Evaluation of the questionnaire

In most cases the interviewee was a software developer. Thus, our results reflect the opinion of this group of professionals. We plan a second questionnaire where we intend to target the stakeholder population to cross-reference the so far achieved results.

The evaluation is divided into four parts which are mainly derived from the main goals of the questionnaire. First we look at the characteristics of the involved enterprises. Then we describe the state of art in practice, the problems between stakeholder and developer teams, and, finally, the achieved level of direct stakeholder integration.

3.1 Characteristics of interviewed businesses

75 percent of the asked businesses have less than 50 staff members. So we speak of small and medium-sized enterprises. Most of the companies develop customized software (over 50 %), but they also adapt standard software to their customer’s needs (Figure 2).

The size of development teams in the software projects is in most cases less than 5 members (answered 75 %). Teams with more than 10 members are seldom. Thereby, it makes no difference, if we speak about a small enterprise or an enterprise with more than 100 employees.

The duration of projects is seldom over 24 man-month. In about 50 percent of all cases, the projects are implemented in less than 12 person-month and in about 40 percent, the projects duration is between 12 and 24 person-month.

Most interviewees were developers (over 60 %), but we also reached controlling and management (25 %) as well as sales and marketing personal (10 %). The qualification of stakeholders, which are integrated in software projects, are half-and-half business management and technical personal.

3.2 State of the art in practice

In response to the question “Which process models, methods and notations will be used?” (multiple choice possible), only 55 percent of the interviewed companies answered to use a structured approach. At first sight this low percentage seemed alarming. But at a second view it turned out that over 70 percent were using process models when the duration of a project is longer than 12 man-month. Most enterprises (about 45 %) use prototyping. Each third company uses incremental models. Other approaches like the waterfall model, spiral model, V-model, or Unified Process are used by about 15 percent only (see figure 3).

The more members in the team the more often the waterfall model is used. Independent from the duration of the project different methodologies will be used. Conspicuously is that prototyping tends to result in more communication time with the stakeholder.
Regarding used methods and notations, mostly object oriented methods are common. In most cases class diagrams are used, followed by use case diagrams and sequence diagrams (see figure 4).

Non object oriented methods are used less frequently. In addition to object oriented methods ERDs (Entity Relationship Diagrams) are used often (about 30%). Work flows and State Charts are seldom used. Companies which are working with object oriented methods are using different notations in parallel, because of the variety offered by the underlying UML. Non object oriented methods like ERD are used independently from other methods.

A good tool support, understandability and easy learning for developer and employees, as well as familiarity with the notation have been denoted as motives for the use of object oriented methods.

Next, we looked at the notations used to communicate directly with stakeholders. In spite of a high percentage for the use of class diagrams during system development, it is used to communicate with stakeholder only in about 10 percent of all cases. If companies work directly with the stakeholder, they tend to present use case diagrams.

Over 60 percent of our interviewees have the opinion that object oriented methods are in general not understandable for stakeholders (We have had a four-step classification and 50% said: difficult to understand; 13% said: not understandable). The same holds for class diagrams (53%: difficult to understand; 20%: not understandable). In contrast, 40 percent of the interviewees had answered that a use case diagram is an understandable notation.

It also seems that the notation presented to the stakeholder depends on how the stakeholder's qualification (see figure 5) is judged by the developer. If the stakeholder is business management personal, then developers also present work flows. If the stakeholder is technical personal, they will present use case diagrams and also class diagrams, state charts and sometimes formal methods like petri nets.

3.3 Levels of stakeholder integration

A certain tendency that it could be beneficial to integrate not only policy makers into the development process can be found in most cases. Over 80 percent of the questioned companies communicate also with policy makers and future end-users. Only 10 percent solely communicate with policy makers.

Pro rata to the overall development process communication time with the stakeholder is between 10 and 30 percent. 20 percent estimate the communication time to be under 10
percent. 25 percent stated that direct communication time is over 30 percent within the overall development process.

During the requirements (Req.) phase, the integration of stakeholders is over 50 percent. In the modeling phase (Mod.), test phase (Test) and installing phase (Inst.) the stakeholder’s integration is between 10 and 30 percent. In the implementation phase (Impl.), as expected, under 10 percent. See figure 6.

![Figure 6. Stakeholder’s integration into development process](image)

Small and medium-sized enterprises tend to have a higher communication rate with the stakeholder. The smaller the project teams, the higher the communication percentage. The longer the project’s duration, the lower the communication rate. Interestingly enough, communication efforts peak during adaptation of standard software.

To get more information regarding the understandability of notations, we looked at companies with a higher communication rate during the modeling phase. Enterprises which communicate with the stakeholder in the modeling phase at a rate of more than 30 percent also use class diagrams more often (about 60%).

3.4 Problems between stakeholders and developers in practice

We asked directly what problems typically arise between stakeholder and developer teams during the development process. The results indicate that in the modeling, implementation and test phase significant problems do not occur or can be avoided. However, in the requirements phase problems occur in most cases: 30 percent of the interviewees answered that problems occur sometimes, while 30 percent said that problems occur frequently.

As one important conclusion of the questionnaire we got a ranking of possible difficulties during the development process (see Figure 7):

1. imprecise customer requirements
2. changes in requirements
3. misunderstandings because of different comprehension of terms
4. stakeholders are not familiar with common techniques in software engineering and design
5. developers are not familiar with customer’s domain problems

These factors cause major problems during the software development process. Figure 7 depicts the actual percentage of participants who selected the answers from predetermined choices in the questionnaire. Selection number 3 (company policy) was marked at a non significant level.

![Figure 7. Reasons for deficiency in percent](image)

Enterprises who indicate problems during the development process also declare that in most cases imprecise customer needs, unclear definition of requirements and ambiguities during the development process cause these difficulties.

4 Conclusions and a first approach to avoid problems – UPEX

4.1 The UPEX concept

As studies indicate clearly, there are difficulties to finish software development projects successfully in an industrial environment. We could show that the failure of projects is often triggered by difficulties in the direct and indirect communication between developer and stakeholder teams. For the stakeholder it is hard to understand frequently used terms, process models, and technological concepts. Developers have a hard time to understand domain specific processes and structures, and exhibit a tendency to abstract concrete examples to higher level constructs.

However, the questionnaire has also indicated that there is a growing awareness for the need to increase and improve
stakeholder participation in the future (at least in our local IT environment of SMEs).

A key concept in this context must be the use of notations that are adequate for a direct presentation to the stakeholder. As we believe, there is a need to elicitate, explain and discuss the possibly complex functionality of a system using instance based models, especially in the case of the development of complex distributed systems. This is a feature neglected in most current methodologies which strive to reach the level of classes and types as fast as possible, loosing the stakeholder on the way to an elegant model that is developer focused.

Hence, we currently develop a new customer oriented reference model, named UPEX [1] (User Participation by EXample) to gather and present the stakeholder’s expertise. The general idea of UPEX is to enable a flexible interplay between requirement analysis and system design. Furthermore, we try to mediate in conflicts between stakeholders and developer during the software development process by providing on the one hand a presentation of static elements on the level of the stakeholders real-world entities. On the other hand we simulate the dynamic aspects of complex systems without immediate abstraction from examples.

For an evaluation of UPEX from the end-user perspective we work together with farmers [2]. This type of stakeholder is specially qualified for the evaluation of UPEX, because of his / her high expertise in the complex agricultural domain and low expertise in the area of computer science. Furthermore, it is very difficult to gather the expertise of farmers, because it is mostly tacit knowledge. Tacit knowledge means implicit and subjective knowledge. The farmer knows it, but does not talk about it. That makes it difficult for a non agriculture specialist to identify a work flow in an agriculture working process. Often during the development of a software system, developers have to identify processes of different domains in which the developer is not an expert.

How can we solve such problems? As the questionnaire shows, it is not adequate to present formal and abstract models of software engineering to farmers. Hence, we are looking for easy understandable methods to get tacit knowledge of different domain experts? This drives us to the general approach of UPEX (see figure 8).

In a first step the developer gets, for example, initial information / examples from farmers in interviews or other information collecting techniques of system engineering. These examples are mostly non structured and incomplete information. Misunderstandings and varied interpretations are preassigned and aberration tends to bring projects to fail. With the help of UPEX the analyst / system designer prepares this information structured for instance in an understandable semiformal work flow by using real-world examples and entities of stakeholders. In a second step developers and stakeholders analyze the process (work flow) in more detail to identify general rules.

4.2 The UPEX structure

All in all our research identifies four main parts of UPEX (see also [1]):

1. Representation Layer
2. Static Entity-Structures (by example)
3. Work Flow-Structures (by example)
4. Visualization/Animation Layer

Representation Layer In software development prototyping is a more and more common technique. Hence, our questionnaire shows about 45 percent of interviewed enterprises use prototyping. An advantage of prototyping is an early presentation of a software solution to the customer. The customer participates in the software development process and decides on various aspects of his own software. However, prototyping bears some problems. Especially during the development of complex systems a chosen architecture may be wrong. If the worst comes to the worst the development has to be aborted.

We limit prototyping to techniques for designing a user interface. Interesting is the technique of paper prototypes, like PICTIVE by Muller [4]. Screens, menus, buttons and messages can be created using common office material like colored paper, markers, cards, pens etc. Every screen shot can be designed together with the stakeholders by using common office materials. Due to rising acceptance of computer usage this kind of prototyping can be computer-aided performed with an “online paper prototype”. Digitalized office material can be displayed on a computer to construct a simple version of a user interface in a hands-on manner by future users. Stakeholders can recolor screens, move buttons and create menus until the interface fits their vision and needs.
During the design of the user interface the developer gets also hints of new entities and work flows of the stakeholders domain and new static and dynamic elements can be identified.

**Static Entity-Structures**  In this part of UPEX the static elements of the system will be modelled. Looking at the results of our questionnaire in most cases an abstraction is not understandable for non computer scientists. For example regarding the understandability of class diagrams, 53 percent of the interviewees said class diagrams are difficult to understand and 20 percent said class diagrams are not understandable for customers.

Our goal is to model the requirements of the customer with real world entities well known to stakeholders. Figure 9 gives an example of a possible graphic representation on a level of entities in contrast to a modeling in UML class diagram. On the left hand a relation between Airport and Employees with a hierarchical structure is given in UML. Every Airport has many Employees and an Employee can be a manager of other Employees.

![UML Diagram](image1)

**Requirements by Example**  

![Diagram](image2)

**Figure 9. Requirements by Example**

On the right hand a possible sample of Requirements by Example is given. So we have different Airports (A1 New York, A2 Los Angeles, A3 San Francisco, A4 Las Vegas). On every Airport Employees are working (Joe, Tim, Ann, Eve). It is possible to show multiplicities to customers. For instance, the number of Airports is visible for the customer. Also unfolded structures can be shown to the customers. For instance the customer can find the hierarchical structure or different roles of Employees. Furthermore, we can go beyond the limits of UML class diagrams. With the help of Requirements by Examples we can shown – for example by animation – which Airport is actually, on the instance level, connected with each other. Thus, distances, flight times between Airports, and so on can be easily specified. Consciously, we do not use UML object diagrams. As we shown before, object oriented representations are in general not understandable for stakeholder (from the point of view of over 60 percent of interviewees). Furthermore, UML does not afford an animation. So we need an understandable notation close-by stakeholders, like domain specific languages.

At the moment we work on the graphical appearance of symbols for Requirements by Example. Intuitive illustration facilities should be chosen. Last but not least we think about entities and structures to present scenarios (examples) with traceable values, to model beside multiplicities and unfolded structures, copies, recurrences, variants etc.

Regarding the general approach of UPEX (figure 8), we get first examples and information from the stakeholder in interviews or with the help of the paper prototypes. Then, by using an intuitive illustration we collect together with the stakeholder new entities and examples. During further iterations and refinements steps the static structure will be completed. Finally, this will give the developer a chance to raise the level of abstraction to a typed class structure.

**Work Flow-Structures**  In addition to the static aspects of the system its dynamic aspects will also be described. In this case we use the CUTA [3] approach.

With CUTA (Collaborative Users Task Analysis) we can analyse processes on the stakeholder level in more detail in a practical and simple way. CUTA is a card game (see also [10]). Each card is divided in three categories. An activity, that describes a piece of work, its duration and frequency (see figure 10).

![Figure 10. Typical CUTA sequence](image3)
The initial information from stakeholders is presented on cards with different significances and types of activities marked with three different colors (for the original CUTA):

1. non-technology driven (Joe decides to fly to Tucson)
2. technology driven (Joe writes a paper)
3. non-object based (Reviewers decide about acceptance)

Together with the stakeholder the sequence of cards will be determined representing a sequence of activities in a specific work flow. During the card game the stakeholder may influence the model, e.g. by correcting activities or by asking for additional cards with new working steps, because of the hand-on nature of a game.

In such a way on the one hand we analyze the stakeholder’s internal work flows or rather individual production steps that drive the system under development. On the other hand this will help the stakeholder to understand the dynamic behavior of the system, because of active discussions during the presentation of work flow alternatives. In this process a close participation of stakeholders takes place which raises the chance of detecting further work flows. So more “unusual” situations, for instance, error-handling problems can be found.

We keep in mind, that the description of dynamic aspects with CUTA is just example driven. The sequence of a domain work flow by example does not essentially reflect the underlying technological solution. To drive CUTA to a technological solution, we evaluated the card game by redesigning our existing online system for farmers to register for lectures. In every meeting we played a card game to determine one special feature of our system.

During these CUTA sessions we decided to apply changes to the original “type structure” of CUTA cards. We also established different kinds of arrows which differentiate between parallel activities and alternatives. In addition we assign an executing role to each activity and established notices.

In a next step we looked for an existing (semi-)formal notation which we can use as a target language to transform our types of cards into a developer centered notation. It turned out that work flows are a quite natural match. Because of the de-facto standard of UML we analyzed activity diagrams.

Currently, we work to define an automatism to transform our new CUTA model into UML activity diagrams. In a future step we will realize the automatism as a tool.

Visualization/Animation Layer Both parts, Static Entity-Structures and Work Flow-Structures (by example), will form the internal engine of the Animation Layer. With this Animation we want to visualize the stakeholder’s processes by example, based on entities of the real world. So it should be possible to show, going back to our airport example (check figure 9), that the only way to fly from New York to Las Vegas goes via Los Angeles. This fact is as a consequence not only understandable for the development professional but also for a stakeholder on the end-user level. A validation of stakeholders requirements, especially of the modeled tacit knowledge, is possible.

At a lower level below the Animation a formal algorithm will be used to validate UPEX. Petri Nets as an abstract and formal basis for the developer could be a first choice for an internal background of the Animation.

5. Summary

The questionnaire gave us an insight in typical needs of enterprises to change the situation during the system development. This led us to the conclusion that the communication between developer and stakeholder needs improvement. The general concept of UPEX targets this need to gather and present the stakeholder’s expertise. UPEX gives non computer scientist an understanding of the domain of computer science. Vice versa UPEX brings developer closer to the domain of his / her stakeholders.

At the present time we work on the Static Entity-Structures (by example). The concept of the Work Flow-Structures (by example) has been designed and rules for an automatism to UML activity diagrams are established. A tool for the transformation automatism is planned. Also a tool for the computer-aided paper prototype of the Representation Layer will be realized soon. Additionally to UPEX an online glossary was developed in which often used terms are explained for domain experts and laymen to avoid misunderstandings. Last but not least the Visualization/Animation Layer has to be designed on both levels. Firstly, we will seek after different illustrations in the Animation adapted for the stakeholder. Secondly, we will look to formal algorithms for a validation.

The development of UPEX takes place in two cycles. After a first prototypical implementation an evaluation together with farmers will take place and be used as direct feedback for further enhancement.
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Abstract

Traceability refers to the ability to link information in a process chain. This paper proposes the integration of ontologies into the Unified Process (UP) [1] to provide concept-based traceability throughout the software lifecycle. This approach allows the integration of the different models of a software system including business, requirements, analysis and design models in a lower granularity degree than conventional requirements traceability approaches. To assist the designers in creating the ontology and linking concepts to artifacts we provide a tool integrated with an UML modeler.

1. Introduction

The software development process comprehends the creation of different models. Models are abstractions of reality used to represent and control the architecture, evaluate opportunities and identify risks. Each model can be expressed over different views and abstraction levels and thus must be complementary. Each model is related to real world concepts. Using ontologies, we can specify the conceptual model that represents software information systems. This paper presents the use of ontologies to support the software development process, particularly the Unified Process. The aim is to integrate the different views that model the system concerning the business, requirements and analysis and design. Using ontologies, we can link these views and orthogonally map it across the concepts that represent the domain. We will present ONTrace, a functionality developed over ArgoUML [2] that supports this proposal.

The paper is structured as follows: Section 2 defines ontology and its relation with the Software Engineering and the Unified Process. In Section 3, we present the ontology integration into the Unified Process, describing the activities associated. Section 4 presents a traceability proposal and the developed tool to assist the process. Section 5 describes related works. Conclusion and future works, finally, are presented in Section 6.

2. Ontology and the Unified Process

The term “ontology” is borrowed from philosophy and means “a systematic account of existence” [3]. Ontologies are used to define the terms that describe and represent a knowledge domain. Ontologies include the definition of concepts and relationships among them, allowing knowledge to be shared and reused. Gruber [4] defines ontologies as “an explicit specification of a conceptualization”. A conceptualization is an abstraction of some reality using a set of concepts, restrictions and relationships used in some application area.

Ontologies have been used to describe artifacts with different structures as taxonomies, metadata schemas or logic theories [5]. The Web Ontology Language (OWL) [5] is an ontology representation language which is partially mapped through description logic. Using OWL it is possible to process the information content and derive new information through the usage of inference. Ontology development also requires a systematic development approach as software development does.

2.1. Ontological Engineering

The literature provides some approaches for systematic ontology development. It was necessary to analyze those proposals [6] [7] [8] [9] [10] in order to...
extract the main aspects used to assist ontological engineering in the Unified Process.

Most of the proposals analyzed were developed using empirical methods. A simple comparison shows that all of them are based on an iterative process and somehow include the following steps:

1. Definition of the ontology scope;
2. Acquisition of domain concepts (conceptual model);
3. Formalization of the concepts (formal model);
4. Integration to existing ontologies;
5. Definition of the axioms;
6. Validation.

Some approaches emphasize some steps more than others, but all of them indicate that these six main steps are needed.

According to [8], there is no single correct way to model a conceptual domain, there are always viable alternatives. Most of the effort related to build an ontology is related to the domain comprehension and the conceptualization. During the earlier phases of the Unified Process, most of the efforts consist on the same matter: business modeling and domain definition. Traditional software development processes do not use logic languages to represent a conceptualization formally.

It is possible to use some artifacts of the Unified Process to reduce the effort related to concepts identification as described on [6] as the Software Requirements Specification or the Use Case Descriptions. A new UP discipline can link the concepts modeling through an ontology definition with the other artifacts produced by the other disciplines.

### 2.2 Ontology and Software Engineering

Although ontology engineering and software engineering concentrates on concepts mapping and translation among models to construct a relevant computational representation, there are some important differences between them. The complexity related to a logic model is greater than the related to an oriented-object (OO) model. For instance, the predicate logic definition implies that the relationships among concepts are considered a first-order element, and in OO they are subordinated to the class concept. It is not possible to map a full ontological model, with all logic restrictions, into an OO model because OO representation only captures the concepts taxonomy and relationships.

### 2.3 Ontology and the Software Development Process

A software development process defines a software product lifecycle. The lifecycle comprehends all the activities related to the software product production, since the requirements analysis until its development, testing and maintenance.

The UP is an example of a well-accepted software development process. UP organizes the software development tasks into four distinct phases: inception, elaboration, construction and transition. Each phase could support many iterations, each of them is categorized into nine disciplines: business modeling, requirements, analysis and design, implementation, test, deployment, configuration and change management, project management and environment.

During the Business Modeling discipline, the UP suggests the development of a conceptual representation of the real world concepts (the problem domain) called the Domain Model. The Domain Model describes the concepts of a domain and the relationships among them using the UML class diagram syntax.

It is important to observe the similarity between ontologies and the Domain Model: both specify concepts and their relationships in the context of a domain of discourse. The Domain Model represents an application domain using a business view instead of an architecture view, with the aim to understand the system context and share this conceptualization between the stakeholders. Ontologies can also be used to represent a shared conceptualization among the stakeholders of a software development project while representing the application domain in a business perspective.

In the Requirements discipline, the team understands the user’s needs, eliciting with the domain specialist the software characteristics and restrictions. To develop a consistent ontology for a domain, it is necessary to obtain explicit knowledge about the domain. Using the domain model as a source it is possible to create an ontology for the domain and refine it using the software requirements specification. This refinement should identify new concepts, organize the taxonomy and define the restriction rules that represent the problem domain.

After the requirements specification, the software will be modeling and its architecture will be defined in the Analysis and Design discipline. The use of ontologies on the earlier phases of the development process allows the semantic traceability between the concepts in the domain and the architecture elements that are derived from them.
To foster semantic traceability, this paper presents a proposal for ontology integration into the Unified Process. The Unified Process was chosen because it is well-accepted both in scientific and industry communities. Using ontologies, we can generate traceability links between the business model, requirement specifications and analysis and design models. Moreover, using inference over ontologies we obtain new knowledge that represents implicit and cognitive links among the system’s artifacts.

3. Ontology Integration into the Unified Process

Our approach to integrate ontologies in the UP is non-intrusive since it does not modify the existing UP disciplines. The basic idea is to create a new discipline called Ontological Engineering. This discipline produces a logic model to represent the software domain. Using this model, we link all the software specification elements with the concepts in the ontology.

3.1 Ontological Engineering Discipline

This proposal suggests the integration of an ontological model to the traditional software development process. The Ontological Engineering discipline captures good practices identified by many ontological engineering approaches, however focusing on software development. All the analyzed proposals are only focused on the engineering of a logic model for a certain domain not directly related to software engineering.

To represent the discipline’s workflow, the SPEM (Software Process Engineering Metamodel) [11] notation will be used. Table 1 presents the elements used and their meaning.

Table 1. SPEM elements used to define the discipline’s workflow.

<table>
<thead>
<tr>
<th>Element</th>
<th>SPEM Icon</th>
<th>Element</th>
<th>SPEM Icon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activity</td>
<td></td>
<td>Process role</td>
<td></td>
</tr>
<tr>
<td>Phase</td>
<td></td>
<td>Work definitions</td>
<td></td>
</tr>
<tr>
<td>Process</td>
<td></td>
<td>Work product</td>
<td></td>
</tr>
<tr>
<td>Process package</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We will use some UP artifacts as input to ontological engineering and its activities are based on the steps presented in Section 2.1. The discipline is structured over three major activities: Design, Maintenance and Validation of ontology. The ontology is designed in the earlier phases of the discipline (executing steps 1, 2 and 3). The design continues until the Domain Model is finished. Once it is finished, the ontology can be extracted directly and maintenance activity can start (executing steps 4 and 5). Every modification in the ontology must be validated (step 6). The workflow diagram in Figure 1 shows the discipline’s structure.

![Figure 1. Ontology Engineering discipline workflow.](image)

To give an idea of the effort involved in the new discipline execution, Figure 2 shows how the ontological engineering is dispersed over the UP phases. It is possible to notice that ontological engineering activities start after the Business Modeling discipline, when the designers have a good understanding of the problem domain and can represent the concepts involved with the software under development. Throughout the software development, the ontology must be updated to maintain its integrity to the new knowledge discovered when detailing the software architecture.

![Figure 2. Unified Process extended.](image)
The following sections will detail each activity presented in the discipline’s workflow.

3.1.1 Design. The design activity defines the ontology scope and its primary concepts. This activity also provides support to taxonomic and non-taxonomic properties identification.

Figure 3 presents the process model related to the design activity. The Ontology Engineer role indicates the responsible to perform the activities related to the ontological engineering discipline. The Ontology Engineer takes as input the Domain Model and the Requirements Specification and updates the Domain Model focusing on the ontology development. The modifications include the concepts refinement and the taxonomic and non-taxonomic properties (Object-Properties and Datatype-Properties) definition. After the Domain Model is matured and finalized, the next activity will extract a preliminary version of the ontology from this model, generating a new work-product called Ontology.

![Figure 3. Design Activity.](image)

The preliminary ontology version is built using the mapping guidelines presented in Table 2. This guideline preserves the semantic between the two representations. We will adopt OWL language to represent the ontology since it is officially recommended by W3C [5].

<table>
<thead>
<tr>
<th>UML</th>
<th>OWL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
<td>OWL Class</td>
</tr>
<tr>
<td>Attributes</td>
<td>Datatype Property</td>
</tr>
<tr>
<td></td>
<td>• Domain: Parent class</td>
</tr>
<tr>
<td></td>
<td>• Range: XSD defined by XML Schema.</td>
</tr>
<tr>
<td>Associations</td>
<td>Object Property</td>
</tr>
<tr>
<td></td>
<td>• Domain: Source association</td>
</tr>
</tbody>
</table>

The complete mapping between an ontological model and an oriented-object model is not possible due to the lack of support in OO models to represent restriction rules. However, the inverse is not true. We can map an oriented-object model to a logic model and further add restriction rules to the domain.

3.1.2 Maintenance. The design activity does not produce a complete version of the ontology, because it does not present most of the restriction rules. The ontology maintenance could be done using the approach provided by [9], i.e., to identify on the system specification all the concepts related to the domain and refine the ontology manually. The first step is to observe the taxonomic organization (generalization/specification) and refine it. Then, the non-taxonomic relations are inspected and refined (association and attributes).

The main activity’s goal is to generate traceability links between model elements (requirement specification, analysis model and design model) and the concepts of the ontology. During the development process, all the artifacts and its elements could be orthogonally mapped through the ontology concepts. Additionally, these links will represent the knowledge related to the software development process. Later we will present how these links are found.

Figure 4 presents the Maintenance activity. Like the Design activity, the Ontology Engineer is the role responsible for its tasks. The activities within the maintenance main activity will receive as input: the Ontology, the Requirements Specification, the Analysis Model and the Design Model. The Ontology Engineer will update the ontology throughout the whole development cycle, adding traceability links to the model elements and refining the concepts, properties and restrictions rules.
3.1.3 Validation. The Validation activity provides the constant evaluation of the ontology integrity. It is based on the approaches defined in [9] and [10]. For each development lifecycle iteration validate if the logic model still consistent using an inductive and pragmatic approach. The validation helps in generating a consistent and coherent representation of the application domain. This process also proposes three validation types for each part of the ontology development: unit test, integration test and acceptance test. The two first should be executed by the Ontology Engineer and the last should be executed by software agents or other applications that uses ontologies.

4. Semantic Traceability

On the previous section a process to develop an ontology that represents the conceptual model of an information system was presented. In the process we explicit define all the concepts and the relationships among them, including taxonomic and non-taxonomic properties. However, the main aim to develop an ontology is the possibility to relate all the artifacts and their elements to the concepts during the software development process.

Using ontologies, we can recover implicit traceability links using an inference engine. To allow the concept-to-artifact mapping, a general structure exemplified in Figure 5 is proposed. The ONTrace concept is a class that represents a UML element instance (such as use cases, classes in a class diagram, etc) generated in the software development. This resource contains a datatype property called ontraceRecover that relates the element to the ontology concepts (represented as OWL classes).

This traceability structure is included on the ontology generated from the domain model and, for each traceability link, we create or update a new instance of the resource ONTrace. These instances are linked to the ontology concepts that it will be used as the index for recovering the traceability links. Figure 5 presents the structure instantiated for an example using the notation provided by the OMG [12] to represent ontologies.

![Figure 5. Ontological Structure for Traceability.](image)

The example is extracted from an e-commerce scenario. Suppose that the use case “maintain client” is related to the ontology concept “client”. Another use case “get product information” is related to the ontology concepts “client”, “employee” and “product”. So, it is possible to say that “maintain client” and “get product information” are related through the “client” concept (a direct relation link).

You can relate the entire system (models and their elements) to the ontology concepts and recover all of them later through direct and indirect relations. In the same example, suppose that there is a use case called “maintain employees” and it is related to the ontology concept “employee”. With this configuration it is possible to infer new information about the artifacts: the use case “maintain client” is related to the use case “maintain employee” because the ontology concepts that relate both are associated through a property (considering that getInformation property relates employee and client concepts). This property indicates that a conceptual item is related to another and thus the elements linked to them could impact each other.

Summarizing, we could say that since:
- The use case “maintain client” is related to the ontology concept “client”;
- The use case “maintain employee” is related to the ontology concept “employee”;
- The ontology concept “employee” is related to the ontology concept “client”;

It is possible to say that the use case “maintain client” is related to the use case “maintain employee”. This relationship is indirect and could be recovered by restriction rules, justifying the use of ontologies for traceability.

Figure 6 presents the traceability idea: the possibility to create ontology’s individuals that relate the business, analysis and design system views to ontology’s concepts.
To support the ontological engineering process and the semantic traceability, a tool was developed over ArgoUML, called ONTrace. ONTrace automates the ontology generation from the Domain Model using Table 2 criteria. The ontology model could be exported and imported from ArgoUML+ONTrace at any time. It is possible to edit the ontology, adding all the restriction rules needed to consistently represent the domain using some ontology editing tool, like Protégé [13]. After editing, you can import it to the tool and continue to add traceability links.

Based on the ontology generated, a panel at the bottom of the tool is populated with all resources of the ontology. The resources include OWL classes, datatype properties and object properties. For each element of the model you can link all the resources it is related to, only checking the box beside its name. Every time you check a box, you create or update an individual of the ontology that represents a traceability link.

To recover the traceability links the user can query the ontology using an inference engine. This feature recovers elements related to the same concept and to related concepts, presenting them on the “Related Elements” in the interface. The relationship recovery degree, that is, the number of concept-to-concept relationships inspected for artifacts recovery is configurable. In this study we worked with recovery degree two: concept that relates to another concept. Figure 7 presents the query interface for ONTrace.

5. Related Work

The related work is divided into the two basic aspects of this paper: ontological engineering and semantic traceability.

Ontology engineering presents a lot issues raised when structuring knowledge. We have already presented ontology engineering methodologies in the Section 2.1. Basically, these work influenced our proposal in terms of the good practices they recommend. In essence the main focus in this paper is the generation of an ontology to support the software development process. Other works provide guidelines to support ontology generation for any domain, but lack specific annotation to support artifacts traceability.

In terms of traceability, most of the works propose a traceability matrix relating high-level or detailed requirements of the software product to the artifacts generated in analysis, design and test workflows. A traceability matrix is a table that correlates any two baseline documents. We can found some proposals based on requirements traceability using a matrix and variants at [14], [15] and [16].

Correlating the concepts of the problem domain to the software architecture provides an orthogonal traceability if we compare to the traceability matrix of other approaches. The software development is a process of abstraction decomposition from a total conceptual representation to a formal, computable one. The concepts involved in this process are always presented in the different representations of the system. Using concepts to trace the artifacts is a straightforward thinking for this scenario. By doing this, the traceability granularity is reduced allowing a better matching between related artifacts than using the whole requirement as the link basis.

6. Conclusion and Future Work

Traceability is an important issue in software development. Many works have been done to enhance traceability between developed artifacts throughout the development lifecycle. This paper introduced a new UP discipline called Ontological Engineering. The idea is to integrate an ontology that maps the domain concepts and indexes all the artifacts produced. This allows the semantic traceability through inference over the ontology. As the result of the inference execution,
the artifacts related to the concepts indicated as base facts to run the inference engine are returned. This approach can reduce the traceability granularity, providing richer links than those provided by methodologies based only in the requirements as the base for indexing.

We are currently working in analyzing our modified process in terms of usability using proposal Experimental Software Engineering [17] techniques. Another paper will compare traceability using our approach against traceability using a traceability matrix.
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Abstract

The ever growing size and complexity of both technical and business systems requires efficient software engineering approaches to keep development cost under control while still being able to finish development efforts in time with the required functionality and quality. Systematic software and systems engineering approaches help to push the boundary further and leverage the complexity on many different levels. On the one hand, the availability of appropriate models and notations for the systems under development throughout the development cycle and for all levels of abstraction helps to understand and modify manageable views of the system. On the other hand, systematic development processes can provide the harness for successful project execution and for the ability to repeatedly create results that meet the required quality standards and functionality within the budgeted cost and time. In this paper we combine a proven generic project management framework with a methodology for developing complex multi-functional systems. We embed our service-oriented development approach for reactive systems into the system development process V-Modell XT by providing a modular extension of the V-Modell XT for service-oriented development. We introduce our development approach by means of a running example from the complex control systems domain, the BART traffic controller example.

1. Introduction

Enabled by wired and wireless communication technologies, traditional business intelligence and technical systems increasingly converge into ultra-large scale (ULS) systems. Examples of ULS systems include avionics, automotive, command and control, as well as telematics and public safety systems, to name just a few. In all these domains, the primary challenge to software and systems engineering is the integration of a wide variety of subsystems, their associated applications, data models and sources, as well as the corresponding processes, into a high quality system of systems under tight time-to-market, budget, security, policy, governance and other cross-cutting constraints.

Modern ULS systems also have a number of other challenging requirements characteristics that all but exclude monolithic software and systems architectures: ever changing business processes, demands at including both legacy and emerging systems as they become available, and the need to cater to changing requirements, are some examples.

These requirements characteristics have led to a high demand for loosely-coupled integration architectures [16]. As a mechanism to achieve coupling, the notion of service has attracted increasing attention both in industry and academia. Web services [32, 39] have emerged in the business domain as an attempt at simplifying distribution, publishing, discovery, addressing, and accessing of software functions across the Internet. The increasing complexity of embedded software has led to a similar trend in automotive and similar technical system domains [21, 1].

Intuitively, web services are application programming interfaces (APIs) that project a subsystem’s capabilities to the infrastructure via a well-defined Internet address. It is this deployment character of service-oriented development that is behind the recent popularity of the service concept; popular open standards such as HTML and SOAP, together with their integration in Integrated Development Environments (IDEs) have made it virtually effortless to expose subsystem functionality in terms of a web service.

However, the essence of a comprehensive service-oriented software and systems engineering approach cannot be deployment-centric alone. Rather, the idea of structuring an ULS system into a collection of services that project ca-
pabilities of (sub)systems carries much farther than what is addressed by the question of how a service – once identified – can be implemented on the infrastructure.

This paper, therefore, attempts a seamless integration of the concept of services into all phases of the ULS systems development cycle: from logical architecture design to implementation/deployment and maintenance. In general, complex system development requires a systematic approach. Development methods and processes, as well as process and capability models have proven to support the development efforts in the aim for better adherence to time and cost budgets, functionality delivered, quality of the results and repeatability of the entire process. All these processes, models and methods have different properties and application areas, for instance, providing detailed software development methodology support, establishing essential project management practices and helping to comply with specific regulations and standards. They range from quite heavy-weight, sophisticated processes to very light-weight, dynamic agile ones. The particular choice depends on many factors and requires competent and wise project management decisions. In general, each process and method should only be applied with prior adaption to the specific project and organization, and checked for effectiveness during the course of a project.

**Problem Definition and Solution Overview** Because services are projections of capabilities of (sub)systems, they are fundamentally *partial* in nature. It is the composition of a set of services that yields the desired integration architecture. Most established development processes, however, focus on the notion of component as the unit of development and deployment – this results in a poor match with the partial nature of the service concept.

A central goal of the approach we promote in this paper is to cleanly separate a logical notion of service, which captures the capability that emerges from the interplay of a set of components, from its mapping to a concrete deployment architecture. In short, services are the centerpiece of logical architecture design, whereas components implement the services at runtime. We employ mechanisms of *model-based development* to accomplish this separation. Logical models describe capabilities in terms of functionality, distribution of components and quality properties independently of any implementation details or deployment architecture design decisions. The implementation models contain these details and decisions, and must be a consistent refinement of the logical models. This distinction has the advantage that many implementation models exist, which satisfy one logical model and that implementation models can be developed strictly after the logical models.

Technical complexities, such as defining the functional behavior of the system by identifying the services and their dependencies, designing objects/components and their interfaces so that they can provide the services with the required quality properties, and deploying them on a given middleware for most efficient operation are only part of the challenge. Organizational requirements within the project, the need for consistent documentation and efficient tool support, and extended system maintenance time spans impose further challenges. Development processes provide systematic support in some or all of these regards to various degrees.

The V-Modell XT [4, 30], for instance, is a modern software and systems development standard covering project management, engineering and supporting processes. It provides a generic process model, which is easy to understand and to use, and flexibly adaptable to the needs of organizations and projects. The V-Modell XT promises to lead reproducibly to project results of higher quality with less cost and resources spent. It is generic in nature and does not provide detailed methodic instructions for systems development; it has a modular setup enabling flexible extension.

Our goal is to provide an adapted, widely accepted development process that is flexible enough to support our service-oriented development models through all stages of system development and maintenance, without restriction to certain application domains. This will increase the applicability of our approach and help to gain wider acceptance beyond the research community. In this paper, we will present an integration of our service-oriented development approach with the V-Modell XT, which fulfills the requirements we have presented above and can be tailored to a wide range of development processes for ULS systems.

**Service-Oriented Specifications** The development methodology we propose in this paper focuses on services as first class entities throughout the development process of ULS systems; it establishes a clean separation between the services provided by the system under consideration, and the architecture – comprised of components and their relationships – implementing the services. Our approach is well suited for process embedding and tool support.

Following [14, 20] we use the notion of *service* to decouple abstract behavior from implementation architectures supporting it. Typically, services coordinate workflows among domain objects; they may also call, and thus depend on, other services. In this sense, services are specializations of use cases to specify interaction scenarios; services “orchestrate” the interaction among certain entities of the system under consideration to achieve a certain goal [6]. In contrast to use cases, which describe functionality typically in prose and on a coarse level of detail, a service is defined via the interaction pattern among a set of collaborators required to deliver the functionality. Services are partial interaction specifications.
As methodological core ignoring any management and QA aspects for now, we employ a two-phase, iterative development process (see [14]). In the first phase, services are elicited from use cases, and captured in terms of interaction patterns. In the second phase, a deployment architecture is defined as a set of interacting components; then the services are mapped to the deployment architecture to yield the overall software and systems architecture.

The relevant use cases and their relationships are defined as use case graph. This yields a relatively large-scale, scenario-based view on the system. From the use cases, sets of roles (actors) and services (functions) as interaction patterns of roles are derived. Using roles decouples from interaction details, because roles abstract from components or objects. Roles describe the contribution of an entity to a particular service independently of what concrete implementation component will deliver this contribution. An object or component of the implementation typically will play multiple roles at the same time. The communication relationships between roles are captured in a role domain model. The set of services is mapped to a component configuration refining the role domain model to yield an architectural configuration. These architectural configurations can be readily implemented, for instance prototypically by code generation.

Contributions and Outline As main contribution, this work presents an integration of a systematic approach for the development of ULS systems into an established and widely accepted generic process standard. We explain our modeling methodology and present its application by means of a running example through all stages of development. We show how we integrate this approach into the existing large-scale development model, V-Modell XT.

In Sect. 2, we introduce a service-oriented model of our running example, the Bay Area Rapid Transit system (BART). In Sect. 3, we explain the basic concepts and extension mechanisms of the V-Modell XT, which we integrate with our service-oriented modeling approach in Sect. 4. In Sect. 5, we discuss advantages and shortcomings of this integration. Sect. 6 contains related work and Sect. 7 presents conclusions and an outlook.

2. Service-Oriented Development of Complex Systems

The systems we address with our service-oriented approach are complex distributed systems. The complexity we refer to here stems from the need to integrate multiple different parts whose interplay is difficult to grasp with traditional techniques. Rather than treating component interplay as an afterthought, addressed only during late stages of deployment and integration, we focus on services, defined as the interaction patterns among roles, throughout the development process.

The BART Case Study The BART case study [41] describes parts of the Advanced Automatic Train Control (AATC) of the Bay Area Rapid Transit (BART) system. BART is the San Francisco area, heavy commuter rail train system. The case study describes the part of the train system that controls speed and acceleration of the trains. BART was previously used as a case study in the area of distributed systems and for the application of formal methods [11].

The BART system automatically controls over 50 trains on a large track network. Manual operation of the train control is limited mostly to safety issues and to cases of emergency or malfunction. The AATC system controls the train movement with a requirement to optimize train throughput, while constantly ensuring safety. The AATC system operates computers at the train stations which each control a local part of the track network. Stations communicate with the trains via a radio network and with neighboring stations. Trains receive acceleration and brake commands from the station computers and feed back speed, position and status information.

We focus on modeling the reactive behavior of a station computer and of the trains. We apply our service-oriented development approach to identify the different services of the system and to specify a service model that will help us to design an effective service-oriented architecture. Our model-based approach results in a high level design model of the AATC that can be refined systematically into an implementable system. In the following, we will explain the steps in more detail (see also [15]).

Use Case Elicitation From the requirements [41], we identify a number of use cases, for instance, “A train communicates its current status to the responsible control station”. Each use case can be broken down into more detailed steps, leading to a comprehensive use case view of the BART system. Analyzing the use cases leads to an initial list of actors, or roles; in our case these are Train, Control Station, the Safety Computer (VSC) and an External Data Source as actors. We depict roles and their communication relations in an initial role domain model, as shown in Fig. 1.

![Figure 1. High Level BART Roles](Image)
Modeling Services and Roles  We model roles and services, starting with the above initial role domain model, by systematically going through the list of use cases and identifying interaction patterns that define services. The services we identify are somehow a refinement and formalization of the use cases. In the process of identifying interaction patterns, we may identify further actors; we add these as roles to the role domain model. Finally, after modeling all services the resulting role domain model looks as depicted in Fig. 2.

Figure 2. BART Role Domain Model

We use the extended MSC notation of [13, 15] to specify services. This notation is based on the Message Sequence Chart [9] standard and provides an intuitive graphical language for specifying interaction patterns and is well-accepted among engineers. Extensions to the standard notation were cautiously made based on a formal semantics to provide increased expressiveness and more powerful operators suitable for modeling service-oriented systems. To model the services, we make use of our tool-chain introduced in [1, 5].

We capture the interactions between the station computer (and its subcomponents) with a train (and its subcomponents). Other entities, such as external data sources, are part of the interactions as well. When modeling the interactions, we abstract from any concrete deployment architectures and do not consider multiple occurrence of the same entities. For instance, we specify the interactions between a train and the station computer abstractly, not knowing how often this interaction will occur in the implementation.

Good design principles suggest a hierarchical design of the service model. We use High Level MSC (HMSC) to introduce hierarchy. Intuitively, an HMSC is a graph depicting a flow through a set of services. The HMSC “TrainLoop” in Fig. 3 shows an infinite flow of activities of regular train operation, potentially preempted by exceptional behavior in case of an emergency situation; then the emergency is resolved after which the behavior returns to normal operations.

Figure 3. HMSCs for BART services

The “TrainLoop” HMSC contains MSC references, depicted by labeled rounded boxes, pointing to more detailed interaction behavior. The referenced functionality for “TrainOperation”, for instance, is specified in the MSC shown on the right side of the figure. It shows a composition of four services by means of the “join”-Operator, depicted as \( \odot \). The semantics attached to the join of two services is the interleaving of the two behavior specifications, synchronized on common messages. The \( \text{join} \) operator is a powerful means to combine and synchronize overlapping services – this ability to disentangle service specifications is central in our approach. We call services overlapping if they share at least two roles and at least one message between shared roles. Overlapping interactions will occur only once – synchronized – in the resulting behavior. For details about the join operator, see [13, 19, 14]. We can also apply operators for Sequence of interactions, Non-deterministic choice, Parallel interactions and for Preemption, defining exceptional behavior.

Fig. 4 shows the behavior specification of a train sending current status values to the nearest station that processes the information in the syntax of an extended Basic MSC. Messages are depicted as horizontal arrows between two roles (represented as vertical axes labeled with the name of the role) and have parameters to indicate transmission of data values.

We make use of MSC operators, depicted as labeled boxes, to express repetition and choice in the interaction flow. The \( \text{LOOP}^{<\ast>} \) box around all the interactions in the MSC expresses repetitive behavior. Alternative or optional behavior is expressed by \( \text{ALT} \) boxes. Different alternatives are separated by horizontal dashed lines through the box. To indicate optional behavior, we leave one of the alternatives empty. Further operators at our disposal are for parallel, joined and preempted interactions. With TRIGGER, we express liveness conditions. State markers (hexagons) define states in the execution of a role. For more information and precise semantics definitions, see [13].
We integrate control aspects into reactive interaction specifications by means of local actions. Local actions are depicted as labeled boxes on role axes. The meaning of this syntax is that a role performs an activity based on the information available until this point in time. Information can be local variables, data previously received via messages and the role state.

Mapping the Service Model to Components When transitioning from a service model with roles and interactions to an implementable architecture, we define component types, which are blueprints of component instances in the architecture. We define their communication interfaces to other component types and the services they implement. The component model needs to be a refinement of the structural role dependencies. Table 1 shows an example role-to-component mapping. The behavior of the component types can be derived for instance from the service specifications using the component synthesis algorithm, described in [20].

Figure 4. MSC TrainSendPosition

Figure 5. BART Component Architecture

<table>
<thead>
<tr>
<th>Component Type</th>
<th>Role</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>FastCPU</td>
<td>Station, EnvModel, StationDispatcher</td>
<td>A fast CPU computer for operative station control</td>
</tr>
<tr>
<td>SlowCPU</td>
<td>SafetyComputer</td>
<td>High Reliability (MTBF) slow CPU unit checking safety conditions</td>
</tr>
<tr>
<td>Train</td>
<td>Train, TrainMotor, EmergencyTimer, EngineCtrl</td>
<td>Train computing unit on board of a train</td>
</tr>
<tr>
<td>Interlocking-System</td>
<td>UpdateSrc, TrainMotor</td>
<td>Interlocking system, controlling switches and gates</td>
</tr>
</tbody>
</table>

Table 1. BART Role Mapping

3. The V-Modell XT

V-Modell XT Concepts The V-Modell XT [4, 30] is a modern German software and systems development standard; its application is mandatory for all contractors supplying IT systems to the German federal government and military. The V-Modell XT has a modular setup and enables flexible usage and extension. In order to extend the V-Modell XT it is imperative to know its main concepts, which we explain in the following:

- Work Products are the essential project results and artifacts (documents, models, code, deliverable systems). They have a prescribed structure and content and can be structured further into subjects (subsections). Work products have a responsible role and will be quality evaluated.
- Product Dependencies define consistency relations between the contents of different work products. This will keep new work products in a project consistent to existing ones, assuring overall product quality and information traceability.
- Activities define actions that need to be performed in order to edit work products. One activity is associated exactly with one work product. Activities can be structured further into sub-activities.
- Roles describe profiles of responsibility for individuals working in a project.
• **Process Modules** group Work Products, Activities, Roles, and other V-Modell XT elements into self-contained units with a common purpose such as project management, requirements management, systems development, etc. Process modules may depend on others. They can be understood, applied, and modified independently and are the units of tailoring and extension of the V-Modell XT.

• **Tailoring** is the process of adapting the V-Modell XT to a specific project or organization, by selecting the suitable process modules out of the repository of available ones. Tailoring results in a seamless consistent adapted software development process.

**Systems Development** The V-Modell XT defines many processes which are important for the development of systems, including management processes (such as “Offer Preparation and Contract Fulfillment”), engineering processes (such as “Specification of Requirements”), as well as supporting processes (for instance “Quality Assurance”). Each of these processes is defined in a process module. In the following, we concentrate on the four main system development process modules:

- **Specification of Requirements**: The process of preparing a requirements specification document based on a project proposal and evaluating these requirements in terms of effort, cost, and importance.

- **System Development**: The process of decomposing a complex system into manageable units of software, hardware, supporting systems and additional materials (such as manuals) and of integrating the units to the deliverable system.

- **Software Development**: The process of developing an individual unit of software, which includes specification, software architecture design, implementation and integration, test specification and unit evaluation.

- **Hardware Development**: The process of developing an individual unit of hardware.

These four process modules define work products (artifacts), activities, and roles that are required to develop a system from customer defined requirements specification to the acceptance of the final deliverable. Fig. 6 depicts the different stages of development in the shape of the “V”, which is often associated with the V-Modell XT. System development involves the creation of a number of significant project results with clearly defined role responsibilities. Activities describe how the project results are created.

Requirements are collected in the **Requirements Specification** by the **Requirements Engineer (Acquirer)**. The document contains a situational overview, a list of functional and non-functional requirements, the list of deliverables with acceptance criteria and other subjects. Functional requirements are defined as use cases. The **Requirements Engineer (Supplier)** is responsible for refining the Requirements Specification into an **Overall System Specification**, which is the basis for any system development and documentation activities. The overall system level comprises Integrated Logistic Support (ILS) documentation, enabling systems and the technical system under development, and contains an overall system architecture and the list of system interfaces. We concentrate in the following on the technical system.

The V-Modell XT divides a technical system into system and unit level. The system contains hardware, software and documentation parts which can be developed, acquired or pre-existing. Systems decompose into segments (if necessary) and at the lowest level into units. Units are either pure software, hardware or external. Software/hardware units decompose further into components (if necessary) and modules. The V-Modell XT has a uniform structure for specifying and designing these system elements:

- A **Specification** document describes the context and purpose of a system element and its interfaces from a black-box view, as well as non-functional requirements and internal interfaces between sub-elements.

- An **Architecture** document describes the architecture of one system element and its parts, by documenting architectural principles, design alternatives, decomposition into sub-elements, cross-cutting concerns (such as transaction and security handling), internal interfaces and dependencies, and more.

- An **Implementation, Integration and Evaluation Concept** describes details and plans about the actual implementation with tools and procedures used, the integration and the execution environment, as well as any test and verification strategies.

The uniform structure of system element specification, architecture design and decomposition makes development very systematic, despite the substantially different tasks of system, software, and hardware engineering. Product dependencies ensure that the contents in all products are...
consistent, for instance that all requirements are realized by architecture elements. Role responsibilities depend on the level of decomposition: System Architect, Software Architect, Hardware Architect, Software/Hardware Developer and System Integrator are roles that create the respective products, by performing the activities (with sub activities) associated with the products.

V-Modell XT Extension Mechanism The V-Modell XT can be modularly extended by adding new process modules, which extend a number of existing process modules. A new process module can contain definitions for new work products, activities and roles. New product dependencies to existing products will make sure that the new products are created when required. Seamless extension is possible by adding new subjects, and sub-activities to existing elements.

4. Extending the V-Modell XT

As described above, the V-Modell XT provides a full workflow and process for systems development. It does not, however, give specific methodological guidelines for service-oriented development. We will provide this in the following by describing the integration of our service-oriented development approach into the V-Modell XT [4].

We define a new process module “Service-Oriented Systems Development” as shown in Fig. 7. We make use of the fine-grained extension mechanism by adding new subjects to existing work products and new sub-activities to existing activities. Additionally, we add product dependencies to keep our additions consistent with the rest.

Table 2. Product Mapping

<table>
<thead>
<tr>
<th>Element</th>
<th>V-Modell Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use Case Graph</td>
<td>Requirements Spec.: Functional Req’s</td>
<td>Use Case descriptions are part of the existing requirements documentation.</td>
</tr>
<tr>
<td>Services</td>
<td>System/SW/HW Spec.: Service Access Points*</td>
<td>Service interfaces, accessible from outside; service specifications as interaction patterns.</td>
</tr>
<tr>
<td>Roles</td>
<td>System/SW/HW Arch.: Role Model*</td>
<td>The list of roles, their descriptions and the states they can be in.</td>
</tr>
<tr>
<td>Role Domain Model</td>
<td>System/SW/HW Arch.: Role Model*</td>
<td>Description of communication channels between roles.</td>
</tr>
<tr>
<td>Compon. Configuration</td>
<td>System/SW/HW Arch.: Decomposition</td>
<td>The sub-element structure as known.</td>
</tr>
<tr>
<td>Mapping</td>
<td>System/SW/HW Arch.: Role to Component Mapping*</td>
<td>Maps roles (and thereby service behavior) to sub-elements.</td>
</tr>
<tr>
<td>Architecture</td>
<td>System/SW/HW Impl., Int. and Eval. Concept: Integration Procedures</td>
<td>The exact deployment configuration as instance network.</td>
</tr>
</tbody>
</table>

Work products are the main V-Modell XT elements and core project results. Table 2 shows a mapping of the result artifacts of our service-oriented approach to work products and their subjects of the V-Modell XT. V-Modell elements marked with an asterisk (*) are additions. We follow the V-Modell’s hierarchical system decomposition into system elements similarly for our service-oriented approach. We define a service model and mapping to an architecture decomposition for each system element with specification and architecture documents. Our service-oriented approach thus scales in the same way as the V-Modell XT.

We add the following product dependencies that ensure consistency across work products:

- **Consistent Service Refinement**, between products Overall System Specification and Architecture: the services and roles realize the defined use cases and non-functional requirements.
- **Consistent Service Model**, between products Specification and Architecture: All roles used within service specifications must be defined; the role structure must reflect the interaction patterns from the service specifications; the service access points must match the service specifications.
- **Consistent Service Mapping**, between products Specification and Architecture: the sub-element structure as given by the decomposition must be a refinement of the role model; all roles and services must be mapped to sub-elements.

We do not require additional activities; instead we extend existing ones with relevant sub-activities. The sub-activity definitions follow our explanations in Sect. 2:
The V-Modell activities Preparing System/Software/Hardware Specification get the new sub-activities Defining Service Interfaces.

The V-Modell activities Preparing System/Software/Hardware Architecture get the new sub-activities Defining Roles and Role Structure, Defining System Element Services, and Mapping Roles to System Elements.

The integration of our model affects the responsibilities of five existing roles of the V-Modell XT. Their role profile descriptions are sufficiently abstract and fit our purposes. Thus, only slight extensions need to be performed:

- For the roles Requirements Engineer (Acquirer) and Requirements Engineer (Supplier), we add domain-modeling and service-oriented design as required capability.
- For the roles System Architect, Software Architect and Hardware Architect, we require knowledge of service-oriented design and of service-oriented architectures and infrastructures.

5. Experiences and Discussion

We have applied the extended V-Modell XT to our BART example in the following way: We start with the Requirements Specification containing the system use cases extracted from [41]. We begin system development by refining the requirements into the Overall System Specification document, where we specify the BART system as our technical system. The System Architect designs the initial System Architecture similar to Fig. 1, consisting of the segments Train, Station, External Source, and Safety Computer, taking the architectural constraints of [41] into account. We analyze the use cases and identify the roles and services as explained in Sect. 2. We list the roles and their connections (see Fig. 2) in the Role Model subject and the services (as specified in Fig. 3 and 4) in the Service Specification subject of the System Architecture. We define the external service access points in the System Specification, for instance the communication protocol between Train and Station. With the domain knowledge from the service elicitation steps, the System Architect designs the actual System Decomposition in the System Architecture containing the elements given in Fig. 5. We follow the procedure of Sect. 2 and document the mapping of roles to services in the subject Role to Component Mapping of the Software Architecture, as shown in Table 1. The actual deployment architecture (see also Fig. 5) is described in the System Impl., Integration and Eval. Concept. The system decomposes further into software, hardware and external units (such as the Interlocking System), and into components and modules. We do not describe the detail level specifications and architectures; they follow the standard V-Modell XT development process without service modeling. We perform V-Modell XT activities to edit the work products. Each work product is subject to a Quality Assurance procedure, which includes checks of the product dependencies, including the ones listed above.

Following the above, we have conducted the BART case study as service-oriented V-Modell XT development project. We have shown how the artifacts of our service modeling approach fit in the V-Modell XT work results, in general and for our case example. In summary, we find that our approach blends well with the V-Modell XT. The necessary changes and additions to use the model fit with the existing structure and require only additions and slight extensions of existing V-Modell XT elements. They can all be packaged nicely as a process module. An embedding into other process models with a similar structuring, such as the RUP [12], should be possible with a comparable effort.

One of the challenges of integrating our model-based service-oriented development approach into the V-Modell XT is the V-Modell’s strict notion of work products as sole project results. Work products are mostly documents including design model views that describe the system under development. Model-based approaches on the other hand often make use of integrated models, modeling environments and highly iterative modeling cycles. With good tool support, it is possible to keep the service-oriented model consistent across a number of documents, hierarchies and iterations.

Another challenge lies in the structure of the V-Modell XT system elements. The technical system (as part of the overall system) is hierarchically decomposed into segments and these into units, which are either software or hardware. Units have their own specifications and architecture documents and decompose into components and modules. Services in our understanding are cross-cutting across all structural system elements. They are defined as interaction patterns (or protocols) between interacting components. The solution lies in the strategy how the System Architect decomposes a system compliant to the V-Modell. The system elements need to be defined such that services can span all required components. New levels of hierarchy are suitable, where services cross-cut only direct subcomponents. This creates a layered service (and system) hierarchy.

6. Related Work

The notion of service and service-oriented development is used in many different application domains and on various levels of abstraction in the Software Engineering community [36, 18]. Its roots lie in the domain of telecommunication systems, where features and their interactions play an important role in software development [37, 28, 29, 42].
Intensive application of service-oriented approaches can be observed for web services [26, 39], web service-oriented architectures [32, 39] and increasingly for embedded automotive systems [21, 17, 3]. Implementation-oriented and infrastructure concerns, including web services [32] and corresponding technologies, such as WSDL [38], WS-BPEL [22], .NET [27] and J2EE [34], or specific mechanisms such as registration, discovery and binding are relevant as members of the deployment technology space for service-oriented development. In the realm of web services standards there has been important work on Web Services Semantics (WSDL-S) [40], Web Services Modeling Ontology (WSMO) [31] and Semantic Markup for Web Services (OWL-S) [25]. OWL-S, in particular, describes both a “service profile” and a “service grounding”, which represent “what the service does” and how it maps to underlying messaging protocols and deployment technologies, respectively. To describe the functionality of a service, OWL-S uses a process notion, which uses a limited set of operators to build composite processes – in particular, the notion of joining overlapping services is missing from this approach. The deployment model underlying all of OWL-S and WSDL-S is oriented more towards services as I/O processes, whereas our service notion is closer to the “conversations” or orchestration underlying WS-BPEL [22]: WS-BPEL, however, also would benefit from an operator for disentangling services, such as the join operator we have introduced, above.

Because our approach rests on an end-to-end, interaction-pattern-based service definition (see below), it integrates well with ontologies [25, 31] capturing non-functional aspects – including, but not limited to, security and Quality-of-Service [1].

Our approach is related to the Model-Driven Architecture (MDA) [23], Model-Integrated Computing [35, 10], aspect-oriented modeling (AOM) [7] and architecture-centric software development (ACD) [24]; similar to MDA and ACD we also separate the software architecture into abstract and concrete models. In essence, the service elicitation and architecture definition phases in our development process correspond to building “platform-independent models” (PIMs) and “platform dependent models” (PDMs), respectively. In contrast to MDA and ACD, however, we consider services and their defining interaction patterns as first-class, cross-cutting modeling elements of both the abstract and the concrete models. This also distinguishes our approach from Model-Integrated Computing and AOM.

Ambler uses process patterns in [2] to describe task-specific self-contained pieces of processes and workflows in a reusable way. Such patterns can be applied to solve complex tasks when needed. Störrle [33] shows how process patterns can be described in great detail using UML. The idea of process patterns is further refined by Gnatz et al. [8] in the form of a modular and extensible software development process based on collections of independent process components. These process patterns essentially are the basis of the extension mechanism of the V-Modell XT.

7. Summary and Outlook

Service-oriented development promises to address many complexities in the development of ultra-large scale (ULS) systems. We have explained our service-oriented approach and corresponding notations using the BART system case study. Our approach seems to be well suited to managing the complexity of this distributed, reactive system, by focusing on services as first-class entities throughout the development process.

We have integrated our service-oriented development approach into an existing systems development process model by describing a service-oriented extension of the V-Modell XT. We have shown how our approach can be realized through extensions of V-Modell XT components and product definitions. We ensure consistency to existing V-Modell concepts by introducing product dependencies. The V-Modell XT extension appears to be seamless and intuitive. We have enriched the flexible organization and management framework with valuable methodical detail for service-oriented development. Thus, we support the development of ULS systems by suitable models and notations as well as by a large-scale systematic development process.

Future work will include conducting a larger case study or V-Modell XT pilot project with the service-oriented extensions. We would also like to refine our extensions to include non-functional requirements and quality properties.
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Abstract

Selection of the most appropriate RE techniques for a software project based on the project’s characteristics is a non-trivial process and a common challenge faced by software developers. In order to facilitate RE techniques selection, we propose a model for RE Technique Suitability Assessment (RETSa) based on project attributes. This model was developed based on surveys and interviews of experienced software developers and experts from industry and academia. RETSa was applied to an industrial project. This case study shows the help this model provided during the selection of RE techniques for a software project.
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1. Introduction

As one of the processes in software engineering, requirements engineering (RE) plays a vital role in ensuring the overall quality of software products and the success of software projects [1-5]. However, research has shown that many of the key problems that the software industry faces today are still the same as the ones experienced about 40 years ago [6-8]. Poor RE practices have been blamed as one of the major reasons contributing to the ongoing problems. As has been emphasized by many researchers, the RE process is fairly complex as it involves many disciplines such as sociology, economy, system engineering, computer science, management, psychology [1, 9]. So far it has been impossible to find one technique that fits all problem domains [2, 3, 10].

For a non-trivial software project, several techniques are needed in the RE process [11-13]. Numerous techniques have been developed in the last three decades which aim at providing support for RE processes, yet in reality, there is still a big gap between theory and practice. One of the major reasons for this is the lack of support for the selection of the most suitable RE techniques for a specific software project. The selection of RE techniques is still largely based on personal preference rather than on characteristics of the project at hand. So far, only a limited amount of research has been done into the selection of RE techniques. The few approaches that currently exist provide only little guidance for the selection process. Effective ways have to be found to fill this gap.

The objectives of this research were, therefore, to investigate the feasibility of the RETSa model to provide decision support for the selection of RE techniques and then to assess the suitability of those techniques for a particular software project.

The selection of RE techniques involves many factors that need to be considered in a systematic way. We have investigated three ways to facilitate the overall process:

1. Development of an RE techniques knowledge base. We identified 46 well-documented RE techniques [10, 15] and included them in this knowledge base. An evaluation schema was developed based on a detailed analysis of RE techniques using various analytic methods, such as clustering, comparison, etc [16].

2. Construction of a knowledge base of application experiences of RE techniques. This knowledge base includes a collection of software projects and past experiences of using RE techniques in these projects [14].

3. Evaluation of the suitability of RE techniques for software projects using project characteristics. The experience and knowledge of software experts were very important for the development of this RE techniques suitability Assessment (RETSa) Model, which is one of the models used in our Methodology for RE Technique Selection (MRETS) [17].
The aim of the RETSA model is to provide support for selecting RE techniques for the whole RE process, including requirements elicitation, requirements analysis and negation, requirements documentation, and requirements verification and validation [1].

The rest of this paper is organized as follows: The RETSA model is presented in Section 2. A case study in which RETSA was used to support RE technique selection is reported in Section 3. Conclusion and further work are discussed in Section 4.

Requirements Volatility, Project Category, Degree of Safety Criticality, Time Constraints, Cost Constraints. Detailed definitions of all of these attributes can be found in [10].

It has to be mentioned that these attributes are considered important factors as their values determine essential characteristics of a software project [18; 20; 22; 23]. At the beginning of using the RETSA model to support RE techniques selection for a software project, the above attributes have to be estimated based on the experience of requirements engineers. This estimation provides useful information and a better understanding of the software project initially. Additionally the information provides a foundation for the decision making process for selection of suitable RE techniques which will help to derive quality requirements through the RE process.

Based on our research into 46 well-documented RE techniques [10] and existing research in RE techniques [19-22], a Technique Suitability Assessment Matrix was developed. This matrix contains information about the suitability of the identified techniques with respect to the seven attributes of software projects mentioned above.

After derivation of the Technique Suitability Assessment Matrix, surveys and interviews of experts were conducted to examine and validate the Technique Suitability Assessment Matrix.

### Table 1 Project attributes that influence RE techniques selection

<table>
<thead>
<tr>
<th><strong>Project attributes</strong></th>
<th><strong>Reasons for the definition of the attributes</strong></th>
<th><strong>Definition and description of project attribute</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Project Size</td>
<td>The size of project is important to the RE techniques selection. For example, large projects require systematic techniques to elicit, analyze, document, verify and validate requirements.</td>
<td>This attribute is defined as the size X of a project in terms of number of requirements. The requirements refer to atomic requirements which are defined as indivisible “well-formed” requirements [24]. Possible values for this attribute are: very small (X&lt;100 requirements), small (100&lt;X&lt;500), medium (500&lt;X&lt;1000), big (1000&lt;X&lt;4000), very big (X&gt;=4000).</td>
</tr>
<tr>
<td>Project Complexity</td>
<td>The complexity of a project matters to the selection of RE techniques. For example, a project with high complexity requires systematic techniques to be used in the RE process.</td>
<td>The complexity of a project is estimated using factors such as the number of project requirements, the overall system architecture, the relationships between requirements and the heterogeneity of stakeholders. The value of the complexity of a project is defined as very low, low, medium, high, and very high.</td>
</tr>
<tr>
<td>Requirements Volatility</td>
<td>Requirements volatility is an important attribute that has to be considered in the selection of RE techniques. For example, projects with higher requirements volatility require more flexible techniques to be used in a RE process.</td>
<td>This attribute is defined as the percentage Y of requirements that change throughout the development of the project. The attribute can have the following values: very low (Y&lt;1%), low (10%&gt;Y&gt;=1%), average (30%&gt;Y&gt;=10%), high (50%&gt;Y&gt;=30%), and very high (Y&gt;=50%).</td>
</tr>
<tr>
<td>Project Category</td>
<td>Projects in different categories require different techniques to be used in the RE process. For example, the techniques used in a safety-critical system will not be the same as the ones used in a non-safety critical system.</td>
<td>This attribute defines the type of project. Possible values are: Communication, Embedded, Semi-detached and Organic. Some of these values are borrowed from the COCOMO model [25].</td>
</tr>
<tr>
<td>Degree of Safety Criticality</td>
<td>Degree of safety criticality is considered as an important attribute for the selection of RE techniques. Projects with a high degree of safety criticality require more rigorous and disciplined techniques.</td>
<td>This attribute is defined as the degree of safety required by the system measured by the potential loss of human life or property. The values are defined as follows: very low, low, medium, high, and very high.</td>
</tr>
<tr>
<td>Time Constraints</td>
<td>Time constraints have to be considered when it comes to the selection of RE techniques. Projects with high time constraints require lightweight techniques to be used because heavy-weight techniques will significantly delay the overall project.</td>
<td>Time constraints are defined as the degree of the time-to-market pressure for the software project. The attribute values are defined as: very low, low, medium, high, and very high.</td>
</tr>
<tr>
<td>Cost Constraints</td>
<td>Projects with high cost constraints require lightweight techniques to be used in the RE process because heavy-weight techniques will increase the cost, especially when training for the use of the technique is required.</td>
<td>Cost constraints are defined as the ratio of the overall budget of the project with respect to its actual cost. The attribute values are defined as: very low, low, medium, high, and very high.</td>
</tr>
</tbody>
</table>

2. Technique Suitability Model

The selection of RE techniques for a specific project requires the assessment of RE techniques with respect to software project attributes. To this end, research into RE techniques through analysis, synthesis, and classification mechanisms was carried out in this research.

Based on literature [18-21], we defined 21 attributes of software projects [10]. However, for simplification, we focus in this paper on the evaluation of RE techniques based on only 7 project attributes. This treatment is reasonable since the objective of the research is to demonstrate the usefulness of the proposed RETSA model. The seven attributes are (see Table 1 for detailed definitions): Project Size, Project Complexity,
19 developers completed the survey. All of them had 3 to 10 years industrial experience. The two industry experts, who participated in the interviews, had more than 10 years of work experience and were involved in more than 27 and 32 software projects. Three experts came from academia with more than 10 years experience in RE research. Any disagreements during the validation of the Technique Suitability Assessment Matrix were resolved through discussions. When no consensus could be reached, the weighted average aggregation method [26, 27] was used to determine the appropriate values of the Technique Suitability Assessment Matrix. A higher weight was given to industry experts and developers to ensure industrial relevance of our work.

### Table 2 An Example of Technique Suitability Assessment Matrix

<table>
<thead>
<tr>
<th>Attributes of Project</th>
<th>Unified Modeling Language (UML)</th>
<th>SDL</th>
<th>User Story Card</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Project Size</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very big</td>
<td>1</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td>Big</td>
<td>1</td>
<td>0.75</td>
<td>0.25</td>
</tr>
<tr>
<td>Medium</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>Small</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>Very small</td>
<td>0.5</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td><strong>Project Complexity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very High</td>
<td>1</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td>High</td>
<td>1</td>
<td>0.75</td>
<td>0.25</td>
</tr>
<tr>
<td>Medium</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>Low</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>Very Low</td>
<td>0.5</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td><strong>Requirements Volatility</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very High</td>
<td>0.5</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>High</td>
<td>0.75</td>
<td>0.25</td>
<td>0.75</td>
</tr>
<tr>
<td>Medium</td>
<td>1</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Low</td>
<td>1</td>
<td>0.75</td>
<td>0.25</td>
</tr>
<tr>
<td>Very Low</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Notes: Specification Description Language (SDL), Unified Modeling Language (UML) and User Story Card are three requirements documentation techniques.

The final version of the Technique Suitability Assessment Matrix served as the experience library to help select RE techniques based on the characteristics of the software project.

An example of the Technique Suitability Assessment Matrix for some RE techniques is shown in Table 2. As can be seen in this table, the suitability of the technique “Unified Modeling Language (UML)” is very high (normalized value 1) when the project size is very big, big and medium; the suitability of the technique is medium (normalized value is 0.5) when the project size is very small.

More details on the current data in the Technique Suitability Assessment Matrix can be found in [10].

The Technique Suitability Assessment Matrix shows the suitability of techniques for a software project based on the project’s characteristics. This matrix can be represented as the following function:

\[ F: T \times A \times V \rightarrow R' , \quad R' = [0, 1] \]

where:

- \( T \): represents all current techniques in the Suitability Assessment Matrix,
- \( T = \{ t_1, ..., t_m \} \), \( t_i \) represents a specific RE technique, while \( m \) is the number of techniques.
- \( A \): represents project attributes; \( A = \{ A_1, ..., A_n \} \), \( n \) is the number of attributes used in the assessment model (\( n = 7 \) in the current Suitability Assessment Matrix).
- \( V \): represents possible values of project attributes; \( V = \{ v_{1,b}, ..., v_{n,k} \} \), \( k \) is the number of values for each attribute \( A_j \).

A tuple \( (A_j, v_j,q) \) represents a specific situation of a project attribute \( A_j \) with value \( v_j,q \).

In most cases, a specific software project situation is determined by a set of such tuples, i.e. \( \{(A_j, v_{1,j}, q_1), ..., (A_m, v_{n,m}, q_m)\} \).

With these definitions, a specific software project \( P_s \) can be represented as a subset of \( A \times V \), i.e. for any software project \( P_s \subset A \times V \).

For a technique \( t_i \), the suitability \( S_{t_i} \) of a technique for a given project can be calculated as:

\[
S_{t_i} = \sum_{j=1}^{n} W_{A_j} \times F(t_i,A_j,v_{j,q})
\]

(2.1)

where \( n \) is the number of all attributes used in the evaluation. \( W_{A_j} \) is the weight given to each attribute by the requirements engineers, so that each attribute is adequately considered.

If a set of techniques \( T = \{ t_1, ..., t_p \} \) is selected for the process model for project \( P_s \), the overall suitability \( S_T \) of the process model for project \( P_s \) can be calculated as:

\[
S_T = \sum_{i=1}^{p} \frac{\sum_{j=1}^{n} W_{A_j} \times F(t_i,A_j,v_{j,q})}{n}
\]

(2.2)

where \( n \) is the number of attributes used in the evaluation and \( p \) is the number of techniques in \( T \). \( W_{t_i} \) is the familiarity factor given to each technique based on the familiarity of the RE team with the technique. The reason for using the familiarity factor \( W_{t_i} \) is to consider the likely cost associated with the necessary training of the team for using the RE techniques. The value of \( W_{t_i} \) for a technique \( t \) is low if the RE team does not know the technique \( t \).

An example of using this model to evaluate the suitability of a certain software project is illustrated...
in the following. For simplicity, we assumed that Project Size, Project Complexity, and Requirements Volatility are the major concerns for selection of the RE techniques; therefore, the suitability of the techniques are only assessed with the three project attributes given above and the techniques selection was only carried out for the requirements documentation stage. Nevertheless, the RETSA model can be used for the entire RE process (see Section 3 for information).

A software project is assumed to have the following attributes:

- Project Size = Big
- Project Complexity = High
- Requirements Volatility = Low

Let’s assume that there are three process models. Each one of these models uses a different requirements documentation technique for the software project. Our Suitability Assessment Model RETSA is then used to determine which one of the three process models uses the best documentation technique. More information about the process model options, RE techniques assessment with respect to the attributes of the project, and the calculation of the overall suitability of each RE process model is summarized in Table 3 (assuming \( W_{ij} = 1 \), \( W_{ij} = 1 \) for all \( i \) and \( j \) in this example for simplicity):

Based on the calculations (see Table 3) according to the RETSA model, we can say that the technique UML is the most suitable one of the three techniques based on the given software project attributes. This means that the process model \( P_1 \), which uses UML, is the most suitable process model based on the given characteristics of the software project according to our RETSA model. Thus, the process model \( P_1 \) is recommended. RE process models that use more than one technique are assessed using the same principles. However, the results are combined using formula (2) to get the overall suitability of a RE process model for a project.

Further research in technique suitability assessment is still needed. The limitations of our current research are that the number of RE techniques included in the suitability assessment matrix is still small, and more characteristics of the software project need to be taken into consideration in order to provide more information for RE techniques selection. However, this research is an initial effort towards the assessment of the suitability of RE techniques for a specific software project. So far, the assessment model has been very useful for techniques selection in the case studies carried out one of which is presented in Section 3.

It has to be mentioned that ideally, the RETSA model can be used for all types of software projects. However, it fits best to projects that use a complete RE process. In the current version of RETSA, support for the selection of RE techniques for Agile process and COTS-based software development is still weak and subject to further research. Additionally, tailoring and customizing existing techniques to specific projects has not yet been covered.

### Table 3 Process options and suitability calculation

<table>
<thead>
<tr>
<th>RE Techniques assessment</th>
<th>RE Process Options</th>
<th>Process ( P_1 ) (UML is suggested)</th>
<th>Process ( P_2 ) (SDL is suggested)</th>
<th>Process ( P_3 ) (User Story Card is suggested)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project situation and suitability calculation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project Size = Big</td>
<td>1</td>
<td>0.75</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>Project Complexity = High</td>
<td>1</td>
<td>0.75</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>Requirements Volatility = Low</td>
<td>1</td>
<td>0.75</td>
<td>0.25</td>
<td></td>
</tr>
</tbody>
</table>

Let’s assume that there are three process models. Each one of these models uses a different requirements documentation technique for the software project. Our Suitability Assessment Model RETSA is then used to determine which one of the three process models uses the best documentation technique. More information about the process model options, RE techniques assessment with respect to the attributes of the project, and the calculation of the overall suitability of each RE process model is summarized in Table 3 (assuming \( W_{ij} = 1 \), \( W_{ij} = 1 \) for all \( i \) and \( j \) in this example for simplicity):

Based on the calculations (see Table 3) according to the RETSA model, we can say that the technique UML is the most suitable one of the three techniques based on the given software project attributes. This means that the process model \( P_1 \), which uses UML, is the most suitable process model based on the given characteristics of the software project according to our RETSA model. Thus, the process model \( P_1 \) is recommended. RE process models that use more than one technique are assessed using the same principles. However, the results are combined using formula (2) to get the overall suitability of a RE process model for a project.

Further research in technique suitability assessment is still needed. The limitations of our current research are that the number of RE techniques included in the suitability assessment matrix is still small, and more characteristics of the software project need to be taken into consideration in order to provide more information for RE techniques selection. However, this research is an initial effort towards the assessment of the suitability of RE techniques for a specific software project. So far, the assessment model has been very useful for techniques selection in the case studies carried out one of which is presented in Section 3.

It has to be mentioned that ideally, the RETSA model can be used for all types of software projects. However, it fits best to projects that use a complete RE process. In the current version of RETSA, support for the selection of RE techniques for Agile process and COTS-based software development is still weak and subject to further research. Additionally, tailoring and customizing existing techniques to specific projects has not yet been covered.

### 3. A Case Study

The case study presented in this paper is part of a larger study conducted during our research to examine the merits of a Methodology for Requirements Engineering Techniques Selection (MRETS) [10]. MRETS includes several analytic and assessment models which are used to assess and analyze RE techniques from different perspectives. The objective of MRETS is to help requirements engineers select the most suitable RE techniques for a project.

For simplicity, we have limited our presentation in this paper to that portion of the overall case study where the proposed RETSA model is relevant. This portion of the case study addresses the question: How can the Technique Suitability Assessment model RETSA help assess the suitability of the candidate RE techniques and help select the most suitable RE techniques? To answer this question, we formed the following hypothesis:

The Technique Suitability Assessment model RETSA can help select RE techniques that match the characteristics of the software project and can help produce high-quality requirements in a shorter period of time.

To validate this hypothesis, we have to examine if the RE techniques selected with the help of RETSA
contribute to the on-time delivery of the software project, and the satisfaction of management and software developers. Unlike formal experiments, we acknowledge that case studies do not have a well-defined theoretical basis from which one can draw strong conclusions. However, it is widely believed in the software engineering domain that real-life case studies are suitable for an industrial evaluation of software engineering techniques and tools if they are conducted in a sound way [28].

In general, the case study followed the following steps [29]:
1. Definition of hypothesis
2. Selection of the pilot project
3. Selection of a suitable method for comparison and criteria for the validation
4. Consideration of the effects of confounding factors
5. Planning of the case study
6. Conducting and monitoring of the case study against the plan
7. Analysis of results and generation of report

For simplicity, we only summarize the case study in the following two sub-sections which include software project introduction, RE techniques selection with the help of RETSA, case study results and their analysis. Brief conclusions, including the advantages and limitations of the case study, are presented at the end of this paper.

We acknowledge that there are various other factors that contribute to the success of an RE process, such as the knowledge of requirements engineers and management commitment. Additionally, there are numerous variables that need to be measured and controlled during the case study. For space reasons, we will focus on the positive and negative effects that the selected RE techniques had on the software project.

### 3.1 Description of the Software Project

In this case study, a software project called Port Scheduling System (PSS) in Company X (the name of the company is withheld for reasons of confidentiality) was selected and carried out. Company X is a CMM level 2 certified company and its management is committed to software process improvement, especially as RE processes had been ad hoc in most previous software projects. Brief information about the PSS project is given in Table 4.

#### Table 4 Project Definition

<table>
<thead>
<tr>
<th>Project Description</th>
<th>Project Attributes</th>
<th>Project Attributes and Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>This project is to develop a &quot;Port Scheduling System&quot;. The objective of the system is to schedule a container terminal with a throughput of maximum 1 million TEU (twenty foot equivalent unit) each year. The terminal must also be able to handle the smaller cargos. The project requires a highly interactive interface...</td>
<td>Project Size: Medium (&gt;=500 and &lt;1000 Requirements)</td>
<td>Project Size Value: Medium ($W_{p}=0.8$)</td>
</tr>
<tr>
<td></td>
<td>Project Complexity: Medium</td>
<td>Requirement Volatility: Low ($W_{V}=1$)</td>
</tr>
<tr>
<td></td>
<td>Requirement Volatility Value: Low ($W_{V}=1$)</td>
<td>Requirement Volatility Value: Low ($W_{V}=1$)</td>
</tr>
<tr>
<td></td>
<td>Requirement Category: Semi-Detached</td>
<td>Requirement Category Value: Semi-Detached ($W_{C}=1$)</td>
</tr>
<tr>
<td></td>
<td>Degree of Safety Criticality: High</td>
<td>Degree of Safety Criticality Value: Medium ($W_{S}=1$)</td>
</tr>
<tr>
<td></td>
<td>Cost Constraint: Low</td>
<td>Cost Constraint Value: Low ($W_{C}=1$)</td>
</tr>
<tr>
<td></td>
<td>Cost Constraint Value: Medium</td>
<td>Cost Constraint Value: Medium ($W_{C}=1$)</td>
</tr>
</tbody>
</table>

#### Table 5 RE Techniques Suitability Value With Respect To The Characteristics of Software Project

<table>
<thead>
<tr>
<th>RE Techniques Suitability Value</th>
<th>Ethnography ($W_{E}=0.2$)</th>
<th>Focus Group ($W_{F}=1$)</th>
<th>Interview ($W_{I}=0.8$)</th>
<th>JAD ($W_{J}=1$)</th>
<th>Scenario-Based Analysis ($W_{S}=1$)</th>
<th>OO Analysis ($W_{O}=0.8$)</th>
<th>AHP ($W_{A}=0.8$)</th>
<th>Goal Oriented Analysis ($W_{G}=0.2$)</th>
<th>Viewpoints Oriented Analysis ($W_{V}=1$)</th>
<th>Structural Language Specification ($W_{L}=1$)</th>
<th>SDL ($W_{S}=0.4$)</th>
<th>Viewpoints Based Definition ($W_{V}=1$)</th>
<th>Viewpoints Based Validation ($W_{V}=1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project Size Value: Medium</td>
<td>0.75</td>
<td>0.75</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
</tr>
<tr>
<td>Project Complexity Value: Medium</td>
<td>0.75</td>
<td>0.75</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
</tr>
<tr>
<td>Requirements Volatility Value: Low</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
</tr>
<tr>
<td>Project Category Value: Semi-Detached</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
<td>0.5</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
</tr>
<tr>
<td>Degree of Safety Criticality Value: Medium</td>
<td>0.75</td>
<td>0.75</td>
<td>1</td>
<td>0.5</td>
<td>0.5</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Time Constraints Value: Low</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>Cost Constraints Value: Medium</td>
<td>0.75</td>
<td>0.75</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
<td></td>
</tr>
</tbody>
</table>
3.2 Selection of RE Techniques

Based on the project attributes and with the help of other mechanisms of the MRETS methodology (such as case based reasoning, RE techniques analysis, calculation of the objective function [10]), a set of candidate RE techniques were recommended which are shown in the first row of Table 5. Based on the RE technique analysis, several sets of RE techniques (see Table 6) were derived and recommended for use in the project. These combinations of RE techniques served as the candidate RE techniques for the software project and were subjected to the final assessment by requirements engineers with respect to their suitability for the project based on its attributes.

<table>
<thead>
<tr>
<th>No.</th>
<th>Technique Combination</th>
<th>Name of the Techniques</th>
<th>Suitability Calculation $S_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$T_1$</td>
<td>Interview, Focus Group, Ethnography</td>
<td>4.69</td>
</tr>
<tr>
<td></td>
<td>Structured Natural Language Specification</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Viewpoint-Based Definition</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$T_2$</td>
<td>Interview, Focus Group, Ethnography</td>
<td>4.58</td>
</tr>
<tr>
<td></td>
<td>OO Analysis, AHP</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Viewpoint-Based Definition</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Formal Requirements Inspection</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$T_3$</td>
<td>Interview, Focus Group, Ethnography</td>
<td>4.49</td>
</tr>
<tr>
<td></td>
<td>Scenario-Based Analysis, AHP</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Structured Natural Language Specification</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Viewpoint-Based Definition</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Formal Requirements Inspection</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$T_4$</td>
<td>Interview, Focus Group, Ethnography</td>
<td>4.70</td>
</tr>
<tr>
<td></td>
<td>Viewpoint-Based Analysis, AHP</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Viewpoint-Based Definition</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Formal Requirements Inspection</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$T_5$</td>
<td>Interview, Focus Group, Ethnography</td>
<td>4.05</td>
</tr>
<tr>
<td></td>
<td>Goal-oriented Analysis, AHP</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Viewpoint-Based Definition</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Formal Requirements Inspection</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$T_6$</td>
<td>Interview, Ethnography</td>
<td>4.31</td>
</tr>
<tr>
<td></td>
<td>Scenario-Based Analysis, AHP</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Viewpoint-Based Definition</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Viewpoint-Based Validation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>$T_7$</td>
<td>JAD, Interview, Ethnography</td>
<td>4.66</td>
</tr>
<tr>
<td></td>
<td>Viewpoint-Based Analysis, AHP</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Viewpoint-Based Definition</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Formal Requirements Inspection</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>$T_8$</td>
<td>JAD, Interview, Ethnography</td>
<td>4.28</td>
</tr>
<tr>
<td></td>
<td>Scenario-Based Analysis, Structured Natural Language Specification</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Viewpoint-Based Validation</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We used the RETSA model to help us in the decision making process. The data necessary to assess the suitability of each RE technique for the PSS project (shown in Table 5) was retrieved from the RE techniques knowledge library discussed in Section 2. The weight of each attribute $W_{ij}$ and familiarity factor of the requirements engineers with each technique $W_{kj}$ are also given in Table 5. Combinations of RE techniques are presented in the third column of Table 6; and the final calculation result of the overall suitability of each combination of RE techniques ($S_T$) is shown in the fourth column of Table 6. As can be seen in this table, the RE technique combination 4 is considered the most suitable as it has the highest value of $S_T$.

It is worth mentioning that the values of the overall suitability calculation of RE technique combination $T_1$, $T_2$, $T_3$ are quite similar to that of $T_4$. The decision to select $T_4$ for the PSS project is not solely based on this calculation. The evaluation of RE techniques attributes with respect to other attributes of the PSS project and the experiences of requirements engineer were also considered during the selection of RE techniques. These aspects are considered by the MRETS methodology [10]. In this case study, the selected techniques combination ($T_4$) was modified based on the perception of requirements engineers. It was found that the prioritization of requirements in this project was not considered to be that difficult and can be done informally; therefore, AHP was removed during the final review. Thus the final set of RE techniques that were applied to the PSS project was:

Interview, Focus Group, Ethnography, Analysis techniques, Viewpoint-Based Analysis, Viewpoint-Based Definition, and Formal Requirements Inspection

3.3 Results Analysis

The data collected throughout the execution of the case study is presented in Figure 1. The data was compared with a previous project of an Intelligent Industrial Waste-Water Treatment System (IWTS) that did not use our RETSA assessment model. Both projects exhibited similar project attributes. Figure 1 compares the two projects carried out by the same team except that two junior developers were not part of the PSS project. The two projects are similar in the number of people involved and the planned duration. However, even though the PSS project had about 25% more requirements than the IWTS project, it required less development time. Furthermore, the PSS project was only 8.33% overtime, while the IWTS project was 31.25% overtime in terms of person-months. The likely reason for this is that the PSS RE Process helped discover and correct more requirements earlier on than was the case in the IWTS project, which experienced very late requirements changes. A key success indicator is that no major requirement that would have had a significant impact on the overall system structure or on major functionality was added or deleted after the completion of the requirements engineering process.

In summary, the comparative evaluation of the two projects shows the advantages of using the proposed RETSA model in helping select the most suitable RE techniques.
Table 7 Basic Survey Information

<table>
<thead>
<tr>
<th>Subjects</th>
<th>Number of Questionnaire Issued</th>
<th>Number of Respondents with Valid Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Managers (include management staff directly involved in the project)</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Developers</td>
<td>49</td>
<td>42</td>
</tr>
<tr>
<td>Requirements engineers (including analyst, architect)</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

In addition to the quantitative analysis, a questionnaire was completed by the developers, requirements engineers as well as managers who were involved in the PSS project. The objective of the survey was to get further feedback about the usage of the RETSA model as well as MRETS.

The basic survey information, survey questions and results derived and analyzed are shown in Table 7, Figures 2, 3 and 4 respectively.

As can be seen from Figure 2, management was very positive regarding the overall performance of the RE process used in the PSS project. The same is valid for all requirements engineers (see Figure 3). This is an indication that the requirements engineers found the techniques selected by RETSA suitable for the PSS project.

Figure 4 shows that some developers chose “Disagree” or “Strongly disagree”. One likely reason is that the PSS RE Process had very little impact on those aspects of the software process in which these developers were involved.

<table>
<thead>
<tr>
<th>The RE process model is really the most suitable RE process for project PSS</th>
<th>Strongly Agree</th>
<th>Agree</th>
<th>Medium</th>
<th>Disagree</th>
<th>Strongly Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>The RE process model helps to reduce rework for the overall project</th>
<th>Strongly Agree</th>
<th>Agree</th>
<th>Medium</th>
<th>Disagree</th>
<th>Strongly Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>The RE process model helps to reduce the overall delay of the software project</th>
<th>Strongly Agree</th>
<th>Agree</th>
<th>Medium</th>
<th>Disagree</th>
<th>Strongly Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>The overall satisfaction of the customers regarding the final requirements specification is high</th>
<th>Strongly Agree</th>
<th>Agree</th>
<th>Medium</th>
<th>Disagree</th>
<th>Strongly Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>The RE process is better organized than before</th>
<th>Strongly Agree</th>
<th>Agree</th>
<th>Medium</th>
<th>Disagree</th>
<th>Strongly Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Note: The numbers in the circle indicate the number of people who selected the corresponding answer.
For example, a developer whose major role is related to the deployment has generally less experiences of the major impact of requirements change. Nevertheless, the average percentage of “Disagree” and “Strongly disagree” combined is only about 12%; while more than 66% of the respondents chose “Strongly agree” and “Agree”. If we also include the number of respondents that selected the answer “Medium”, then 88% of the developers agree that the RE Process was beneficial for the PSS project. This information serves as further evidence of the usefulness of RETSA.

### Fig. 3 Survey results for requirements engineers

<table>
<thead>
<tr>
<th>Statement</th>
<th>Strongly Agree</th>
<th>Agree</th>
<th>Medium</th>
<th>Disagree</th>
<th>Strongly Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>The RE process addresses the major issues of PSS project</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>The notations are suitable for modelling the requirements</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Some other notations such as UML will be very helpful for the modelling</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>It will be more productive if some more powerful tool such as Rational Rose and Rational Pro are used for requirements documentation and modelling</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>The difficulty and cost to apply a new technique is not very high if appropriate training is available even though it has never been used before.</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>The RE process is more organized than before</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Overall the framework FRERE is very helpful for developing the most suitable project model for a particular project</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Note: The numbers in the circle indicate the number of people who selected the corresponding answer.

### Fig. 4 Survey results for developers

<table>
<thead>
<tr>
<th>Statement</th>
<th>Strongly Agree</th>
<th>Agree</th>
<th>Medium</th>
<th>Disagree</th>
<th>Strongly Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>The RE process addresses the major issues of PSS project</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>The notations are suitable for modelling the requirements</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Some other notations such as UML will be very helpful for the modelling</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>It will be more productive if some more powerful tool such as Rational Rose and Rational Pro are used for requirements documentation and modelling</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>The difficulty and cost to apply a new technique is not very high if appropriate training is available even though it has never been used before.</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>The RE process is more organized than before</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Overall the framework FRERE is very helpful for developing the most suitable project model for a particular project</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Note: The numbers in the circle indicate the number of people who selected the corresponding answer.
3.4 Discussion

The quantitative and qualitative analysis presented above shows that company X was able to develop a much better requirements specification with more precise definitions, clearer structure and traceability by using the RE techniques recommended by RETSA than was the case in the IWTS project which used an ad-hoc RE process. The requirements engineers and project manager emphasized that the high quality of the requirements specification had a positive impact on the software project. The data collected from the case study in the company show that the requirements volatility was lower compared to the IWTS project and requirements ambiguity and conflicts were greatly reduced.

We acknowledge that comparing the data from the two projects cannot be used as formal proof that our RETSA model will always result in the selection of the best RE techniques for a software project. The following factors limit the validity of the case study:

- Management commitment: The management of the two projects had slightly different levels of commitment to the RE process. Management in the PSS project provided good support for using the RE process and techniques recommended in the case study. However, this was not considered a major reason for the good results of the PSS project.
- Learning effects and training: Learning effects play a role if the projects are in the same domain. However, since the two projects are in two different domains, the learning effects were considered minimal. Therefore, these factors shall not be considered as a major reason for the success of the PSS project.
- Available project data: The data collected from the sister project IWTS was limited which did not allow us to compare the two projects as thoroughly as we would have liked. The difficulty in getting sufficient data to verify new theories and arguments in software engineering research has already been identified by Glass [30]. This is also the case in our research.
- Other factors: Factors related to the personal attitudes and experiences of people during the application of RETSA and MRETS in the project might also have influenced the RE process model developed.

Additionally, it has to be emphasized that the purpose of the presented case study is not to formally validate the RESTA model, but rather to present the overall RESTA model and demonstrate its feasibility and its likely positive impact to the PSS software project.

We argue that based on the case study it is possible to state that:

- RETSA provided valuable help during the RE technique selection process.
- The RE techniques selected with the help of the RETSA model can be considered as well-suited for the PSS project.
- It can be assumed that the RETSA model will continue to be useful for the selection of RE techniques for other software projects within company X.

The developers in the organization stressed that the RE techniques selected by using the RETSA model and used in the software project contributed to the overall quality of the software requirements. And the high quality of the requirements made tracing requirements to their sources possible, understanding the requirements easier, and conflict resolution more effective compared to previous projects. Further detailed analysis of all the data in the case study is needed. And the further application of the RETSA model in the broader context of software projects will be part of our future research.

4 Conclusion and Further Work

Research has shown that improving the software process by using suitable techniques can contribute to the overall quality of the software product [5, 31]. In this paper, we presented a RETSA model that helps select RE techniques based on the characteristics of the software project. The RETSA model is developed based on existing knowledge of RE techniques, investigation of literature, and the experience of software developers and experts from both industry and academia. An effort was made to take important factors into consideration, such as software project attributes and suitability of RE techniques with respect to the characteristics of software project. Some of the results of a case study were presented to show the help that the RETSA model provided to the PSS software project. The data collected from the PSS project supports the hypothesis made in the case study.

Our further work will refine the RETSA model so that it can accommodate more complicated software projects by considering more project attributes. Additionally, further research will be conducted to further improve the integration of the RETSA model within the MRETS methodology in the broader context of software projects. More case studies are still needed to analyze the effectiveness of the RESTA model. Finally, the development of a prototype that facilitates the use of the RETSA model and the MRETS methodology for the selection of RE techniques is a task for the near future.
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Abstract

This paper describes how UML sequence diagrams can be supported using an executable processor net. Distributed real time transaction processing systems require validation, verification and performance analysis. A method for doing this is presented creating a processor net for a flight reservation. Some advantages of this approach are the creation of executable models, schemas, formalization and performance analysis. Other issues are discussed.

1. Introduction

1.1. Notations and the UML

The UML notation is used for designing different applications ranging from embedded systems [3,10] to distributed information systems. Requirements engineering and performance engineering [27] use formal system verification [25], modeling, performance analysis, viewpoints and conceptual patterns. These are difficult to cover by a single method, where developers might opt for sub-optimal solutions. A MDE approach tries to tackle these problems [26]. Many software engineering methods lack the generation of executable models [23].

UML dynamic diagrams need to be tested for consistency [6]. In one instance an execution algorithm for UML activity diagrams based on the semantics of UML state machines dealing with real time behavior was used [7]. In [5,16,24] it was suggested how to derive performance models from UML diagrams. In [22] UML diagrams are converted into generalized semi markov processes.

1.2. Petri nets and the UML

There are different proposals how to formalize the UML using Petri nets [1,2]. Distributed manufacturing systems have been successfully modeled using the UML and Petri nets [4]. Petri nets and the UML have been combined for structural analysis, performance statistics and to generate process algebras. Many classes of Petri nets exist creating a selection problem. Petri nets used in [4,11] can be converted to generalized stochastic Petri nets [22]. Place transition nets are more appropriate for structural analysis. Colored Petri nets [15,18,19,20], object oriented Petri nets [1,2,17] and higher order nets [13,14] have many enhanced properties. These could be data tokens, parameters, input ports, output ports, procedures, functions, containers. They are designed for modeling complex activities and message sequencing. UML diagrams for translation must be selected. Interaction diagrams or those representing communication between object classes and activity diagrams are suitable for translation.

1.3. B language and the UML

There are problems to translate UML into B language constructs addressed in [28]. There is no mechanism to ‘lift’ a specification in B and other specification languages, unlike Z which allows this to be done. Z schemas can be used to define behavior which can be promoted to a higher level. The processor net approach promotes the use of schemas. Schemas can be defined for processors using the Z language or VDM thus ‘lifting’ off a specification. Hence the problem when using B is tackled.

1.4. A processor net approach

The focus in this paper is to translate sequence diagrams into a processor-net. The processor-net model is a simplified version of the actor model presented in [12]. This model uses ideas from place transition nets and higher order nets. Tokens can have different values like integer, str, boolean, record or even objects. Transitions are called processors. Places are channels or stores. Channels can contain ‘tokens’
from a specified data type. Basic types can be used to define more complex types. Processors can contain program code.

2. Application Scenario

Some local flight reservation systems were investigated. These connect to global distribution systems (GDS) accessible via different portals. Flight reservation involves complex rules and different costs. There are complex i) functional and ii) non-functional requirements. E.g. the maximum time to create a transaction should never exceed three minutes. Every three minutes. Certain airline companies send ‘availability updates’ to a central server for flight reservation. There are operational issues e.g.: i) Once a Seat-Sell is submitted there is immediate booking. ii) Delete or modification update requires immediate notification.

The most important operations are related to the flight booking process. These are i) View flight schedules, ii) Create flight reservation, iii) View flight reservation details iv) Modify/cancel flight reservation details. The reservation process involves many detailed steps and verification.

The most important operations are related to the flight booking process. These are i) View flight schedules, ii) Create flight reservation, iii) View flight reservation details iv) Modify/cancel flight reservation details. The reservation process involves many detailed steps and verification.

Flight reservation can be classified into i) a traditional approach. Here the steps are carried out sequentially: search request, check seat availability, check price and reserve flight, ii) a service oriented approach where search, seat check, price check could be combined. Fig. 1 depicts the normal approach and fig. 2 depicts the service oriented approach combining only searching and seat checking in one step.

Figure 1. Normal flight reservation

![Figure 2. Modified flight reservation](image)

Figure 2. Modified flight reservation

Fig. 1 is used for obtaining the processor net. This is because it has more detail. Several combinations are possible from the steps used for flight reservation. These depend on the global distribution system used.

3. Building and executing the processor net

3.1. Sequence diagram conversion

Fig. 1 describes part of the normal booking and reservation process. These are performed within a defined period of time and some form of acknowledgement has to be received by the system.

The steps/ algorithm in fig. 3 convert the properly defined UML 2 sequence diagram (fig. 1) into an empty processor net diagram (fig. 4). A conventional approach to modeling sequence diagrams using Petri nets is to model message communication as in [11]. It is also possible to treat classes as processors. A different main actor based concept is used here.

![Figure 3. Sequence diagram conversion algorithm](image)

Figure 3. Sequence diagram conversion algorithm

Preconditions : A properly labeled UML 2 Sequence Diagram
Input: Sequence Diagram, identified class
Output: Processor Net Diagram ( Elementary Flat Processor Net Definition)

START
FOR EACH message m ∈ M sent by the identified class to the right hand side exclusively
DO
Insert new processor p
Insert new channel c
Insert input flow/arc from c → p
OD

FOR EACH return message m ∈ M received by the identified class from the right hand side classes exclusively
DO
Insert new channel c
Identify proper processor p_n ∈ P where \( n = 1...total\ no\ of\ processors \)
Insert output flow/arc from p → c
OD

FOR EACH processor p_n ∈ P where \( n > 1...total\ no\ of\ processors-1 \)
DO
Insert new channel c
Insert output flow/arc \( P_n \rightarrow c \)
Insert input flow/arc \( c \rightarrow P_n \)
OD
STOP
The `actor` initiates the whole process of message communication with the other classes via another main class like the `GUI`. In this example the `GUI` class is the identified class for the algorithm in fig. 3.

The algorithm’s function is to identify all important messages sent and received by the identified actor class and construct a processor net. With a slight modification it is possible to generate also a place transition net.

The result of the algorithm in fig. 3 is defined as a flat net three tuple \((P,F,C)\) model that is not decomposable. Where \(P = \text{finite set of processors}, P = \{p_1,p_2,...,p_n\}, P \neq \phi\); \(F = \text{Set of directed flows/arcs from a processor } p \text{ to a channel } c \text{ or from a channel } c \text{ to a processor } p\); \(P \subseteq (\text{C} \times \text{P}) \cup (\text{P} \times \text{C})\); \(F \neq \phi\); \(C = \text{finite set of channels}, C = \{c_1,c_2,...,c_n\}, C \neq \phi\). \(P,F,C\) are mutually disjoint.

The model obtained is still empty. Some additional development is required to construct a fully executable processor net. In [12] rules for tokens, firing, data types and complex class types are explained. Processors can behave deterministically or non-deterministically.

**Figure 4. Initial processor net**

### 3.2. Constructing an executable model

The completed processor net Diagram is built and coded using an executable specification tool called EXSPECT [8,9]. The following sequence of steps describes how this is done:

**Step 1: Construct the empty processor net.**
The empty processor net in fig. 4 is built using channels, processors and connectors.

**Step 2: Rename channels and processors.**
This step is optional. The channels and processors are correctly named to represent the real system, making it more readable.

**Step 3: Add stores if required.**
Stores are similar to channels but they can have data types representing different system states and data similar to databases. Three stores are easily identified from the sequence diagram, these are: Flight_Store, Fare_Store and the Reservation_Store and have data types Flight,Fare and Reservation respectively.

**Step 4: Code the processors.**
Processor specification uses a functional specification language [8]. Special functions and constructs based on sets can be specified. The following tasks are performed to code the processor: i) Define inputs, ii) Define outputs, iii) Define a value expression for the processor. The input and outputs are the channels & stores. If step 3 is performed this is not necessary. Only the processor main definition is required. The definition processes the input tokens. The processor consists of a specification that builds the output value from the input value bound to the tokens. e.g. `out <in` would copy the value of `in` channel to the `out` channel. The code in section 4 is a comprehensive example.

**Step 5: Executing the model**
The final model shown in fig. 5 is executed as follows: i) Place tokens with appropriate values in the channels & stores, ii) fire the processor, iii) check the output produced in the output channels & stores. A processor is activated only when its preconditions are met. This implies that its input channels & stores have data that satisfies the processor definition for activation. On activation the input tokens are consumed and output tokens are created and placed accordingly in the output channels.
4. Deriving formal specification schemas

The processor specification is in a format that is suitable for deriving formal specification schemas having useful mathematical properties [12,21]. Schemas can be generated for data types, channels, stores, restrictions, etc. A similar approach can be carried out for each processor in the system. More complex functions and detailed schemas for each part of the system e.g. the channels and stores, can be created. The schemas could also be developed using Z or VDM.

4.1. Processor reservation placing

The code below is a simplified version of processor: RESERVATION_PLACING.

```plaintext
result = (pick(set([x:Flight_Store|x@flight_code=Create_Reservation@flight_code]))
    // checks the reservation request with flight details

seat_check = result@seats > Create_Reservation@seats
    // checks for flight match with the reservation entered and that seats are available.

update_flight_store = Flight_Store< [flight_code:result (flight_code), avail:result@avail, seats:result@seats] - Create_Reservation@seats] ins(set([x:Flight_Store|x@flight_code!=Create_Reservation@flight_code]))
    // update the flight_store contents with the reservation details

--Processor main implementation--

if seat_check = true then
    Reservation_Store< - Create_Reservation ins Reservation_Store,
        // add the new reservation to reservation store
    Booking_Confirmation< - Create_Reservation,
        // send booking confirmation result
    update_flight_store
fi
```

The implementation is converted into a schema. Primitive functions defined are: i) a Projection function \( \Pi \) that selects values from rows and tuples (e.g. \( \Pi_2 (a,b,c,d) \) yields \( b \), ii) a Set function that returns a set of members of \( x \) for a specific condition \( \text{Set}[x:T->\text{bool}]:x \), iii) a Pick function that converts a set into a tuple \( \text{Pick}[x:T]:T \) [8,9,12]. Below is part of such a schema for the reservation placing. This schema could be verified.

4.2. Processor schema

**Processor : RESERVATION_PLACING**

```plaintext
a? : Create_Reservation
b! : Booking_Confirmation
c' : Flight_Store
d' : Reservation_Store
x : Pick(Set(c' | \( \Pi_{\text{Flight_code}}(c') = \Pi_{\text{Flight_code}}(a?) \)))

if \( \Pi_{\text{seats}}(x) > \Pi_{\text{seats}}(a?) \) then
d' = \{a?\} \cup d'
b! = a?
c' = \{\{\Pi_{\text{Flight_code}}, avail\ (x), \ \Pi_{\text{seats}}(x) - \ \Pi_{\text{seats}}(b?)\} \cup \{c'[/\Pi_{\text{Flight_code},avail,seats \ (x)}]\}
fi
```
5. Performance measures and optimizing

The processor net must be transformed before alternative combinations can be evaluated.

5.1. Processor net transformation method

The processor net has acyclic behavior. It is possible to transform the processor net for time analysis.

The processor net developed is composed of a set of ordered processes that execute in a particular order. The processor net is modified as follows: i) all channels are given a similar data type, ii) channels that do not connect the processors are removed, iii) processors are modified to contain time, iv) A firing cycle is introduced if required, v) a random store is added giving random time values from a range \([e^-_i, e^+_i]\). Where the values \(e^-_i\) and \(e^+_i\) are the min, max processing time. The idea uses concepts from Petri net theory [29], ensuring there are place and transition invariants and feedback mechanisms [31,32]. It is possible to transform the processor net into a Time transition net.

5.2. Rules for alternative combinations

Processor net processors are ordered sequentially. For finding alternative combinations the following rules apply: i) Only two types of processor combination are possible: sequential or parallel. ii) The processor net is always choice free and conflict free. iii) All processors are functional. iv) The processor net has at least one directed path from the initial processor to the terminating processor. v) All processors must be in the directed path. vi) Precedence constraints for the processors are observed. Combining processors cannot result an increase in the number of steps in the system. A large sized net can be reduced or simplified by combining processors and channels using Petri net reduction rules that preserve liveness and boundedness [12,32]. These rules restrict the number of possible combinations. Combining processors also depends on the business rules. These two steps indicate how to find combinations i) Define the transformed processor net. ii) Find alternative configurations using the given rules. If two processors \(a,b\) execute in parallel and \(time(P_a) < time(P_b)\) then the critical path or cycle time is determined by processor \(b\). So for time analysis processor ‘a’ could be omitted [12].

5.3. Evaluating different configurations

Analysis techniques for evaluating the configurations are classified into i) simple and ii) advanced. Simple techniques focus on one particular measure like time. The transformed processor net can be represented as an acyclic directed bipartite graph or activity network. Time analysis and critical path analysis can be performed. It is possible to add a cycle to the net and use cycle time analysis as is done for Time Petri nets. Simulation models for different configurations can be built and results compared. Another simple method is to use a cost function for the processors in conjunction with predecessor and timing constraints and try to minimize the operational cost. The total cost function to be minimized can be represented as \(\sum_{p=1}^{n} C_p T_p \leq \text{buget}\), where \(p = 1..n\), where \(p\) is the processor number and \(n\) the maximum number of processors, \(C_p\) is the unit time cost of processor \(p\), \(T_p\) is the average processing time for processor \(p\).

Advanced complex optimization could be formulated as a combinatorial optimization problem (COP). Some COP can be solved using integer programming or heuristic algorithms [30].

6. Results

6.1. Modeling the behavioral sequence

If the techniques proposed in [11] are used to convert the sequence diagram in fig. 1, the result is that of a large Petri net having many transitions and places. Classes can have messages sent that require certain control and actions because of nested sequence of events. The processor net approach simplifies this. In given example there are only four main processors. Processors can contain detailed programming logic that is useful for testing an executable model.

Appropriate data was placed in the stores, data tokens that represent actions were added and processors were enabled and fired to get the results. Processor RESERVATION_PLACING is enabled by having data tokens in Flight_Store, Create_Reservation and Fare_Checked. These are shown in the ‘before’ column in Table 1. After firing, it updates the details in the Flight_Store by reducing the number of seats available by the number that was booked. A new reservation message added to the Reservation_Store and a reply message is placed in the Booking_Confirmation Channel. Similar results were obtained for all the processors.
Table 1. Processor reservation placing

| STORES          | BEFORE                  | AFTER                  |
|-----------------|-------------------------|                       |
| Reservation_Store | ()                         |                       |

<table>
<thead>
<tr>
<th>CHANNELS</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Fare_Checked</td>
<td>hename: 'NM1 SMITH', flight_code: 'KLM105', seats: 2, hecontact: 'AP92949693', hetk: 'TKTL01MA R', herf: 'RF', heot: 'ER'</td>
<td></td>
</tr>
<tr>
<td>Booking_Confirmation</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6.2. Performance analysis

Fig. 6 shows two different configurations. In configuration A two processors SEAT_CHECKING and SEARCHING have been placed to operate in parallel. Searching & seat checking can be reduced to a single processor yielding identical results, refer to section 4.1. This is not possible with every GDS, but some modern ones allow different configurations and operational logic. E.g. QTX developed by ITA software.

Table 2. Processor max and min time

<table>
<thead>
<tr>
<th>PROCESSOR</th>
<th>Min Time (s)</th>
<th>Max Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEARCHING</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>SEAT_CHECKING</td>
<td>2.9</td>
<td>10</td>
</tr>
<tr>
<td>FARE_CHECKING</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>RESERVATION_PLACING</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>REPEAT</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3. Cumulative reservation time

<table>
<thead>
<tr>
<th>No. of System Cycles</th>
<th>Time config. A</th>
<th>Time config. B</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>373</td>
<td>418</td>
</tr>
<tr>
<td>30</td>
<td>1179</td>
<td>1308</td>
</tr>
<tr>
<td>70</td>
<td>2848</td>
<td>3166</td>
</tr>
<tr>
<td>100</td>
<td>4099</td>
<td>4565</td>
</tr>
<tr>
<td>150</td>
<td>6269</td>
<td>6994</td>
</tr>
<tr>
<td>200</td>
<td>8307</td>
<td>9251</td>
</tr>
<tr>
<td>250</td>
<td>10447</td>
<td>11610</td>
</tr>
<tr>
<td>300</td>
<td>12579</td>
<td>13977</td>
</tr>
</tbody>
</table>

Configuration A is an improvement over configuration B. The average cycle time is 42 seconds for configuration A and 46 seconds for configuration B. This is obtained from table 3.
The data was obtained from 300 system cycles, using the timings from table 2. Fig. 6 depicts the results of table 3 graphically. A random distribution for time values was used. Table 2 shows the max and min times for each processor. The models in fig. 6 can be analyzed using methods applicable to Petri nets.

7. Conclusion

The idea presented is to find a practical way to translate a UML Sequence Diagram into a ‘Processor-Net’ model. It is possible to create i) executable specifications, ii) define schemas, iii) generate performance measures for alternative configurations. The processor net model is more compact than a Petri net. It can be translated into a Petri net or a Colored Petri net. Specifications can be defined for each processor. These are based on formal definitions and proofs. The processor net can be developed to create a detailed ‘Actor Model’ [12].

There are some limitations i) the algorithm described will not work for all UML sequence diagrams, ii) complex nets could become difficult to optimize. Also for flight reservation there are many other factors involved. E.g. Price to seating relationships can be very complex and time dependant.

This approach can be useful for describing special classes of real time systems e.g. manufacturing systems, network based systems, distributed information systems, automated systems and mobile computing. However more research is indicated.
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Abstract—Stakeholders’ expectations and technology constantly evolve during the lengthy development cycles of a largescale computer based system. Consequently, the traditional approach of baselining requirements results in an unsatisfactory system because it is ill-equipped to accommodate such change. In contrast, systems constructed on the basis of Capabilities are more change-tolerant; Capabilities are functional abstractions that are neither as amorphous as user needs nor as rigid as system requirements. Alternatively, Capabilities are aggregates that capture desired functionality from the users’ needs, and are designed to exhibit desirable software engineering characteristics of high cohesion, low coupling and optimum abstraction levels. To formulate these functional abstractions we develop and investigate two algorithms for Capability identification: Synthesis and Decomposition. The synthesis algorithm aggregates detailed rudimentary elements of the system to form Capabilities. In contrast, the decomposition algorithm determines Capabilities by recursively partitioning the overall mission of the system into more detailed entities. Empirical analysis on a small computer based library system reveals that neither approach is sufficient by itself. However, a composite algorithm based on a complementary approach reconciling the two polar perspectives results in a more feasible set of Capabilities. In particular, the composite algorithm formulates Capabilities using the cohesion and coupling measures as defined by the decomposition algorithm and the abstraction level as determined by the synthesis algorithm.

I. INTRODUCTION

The property of change-tolerance is of paramount importance in complex emergent systems. These computer based systems are of large magnitude, have lengthy development cycles and are envisioned to be utilized for an extended lifetime. In addition, their inherent complexity results in emergent behavior [1] that is often unexpected. For example, the introduction of a new functionality in the system may result in unanticipated interactions with other existing components that can be detrimental to the overall system functionality. Moreover, in order to function satisfactorily complex emergent systems must accommodate the effect of dynamic factors such as varying expectations of the stakeholders, changing user needs, technology advancements, scheduling constraints and market demands, during their lengthy development periods. We conjecture that these changes can be accommodated with minimum impact, if systems are architected using aggregates that are embedded with change-tolerant characteristics. We term such aggregates as Capabilities. Capabilities are functional abstractions that exhibit high cohesion, low coupling and balanced abstraction levels. The property of high cohesion helps localize the impact of change to within a Capability. Also, the ripple effect of change is less likely to propagate beyond the affected Capability because of its reduced coupling with neighboring Capabilities. An optimum level of abstraction assists in the understanding of the functionality in terms of its most relevant details [2]. In addition, we observe that the abstraction level is related to the size of a Capability; the higher the abstraction level, the greater is the size of a Capability [3]. From a software engineering perspective, abstractions with a smaller size are more desirable for implementation. Therefore, we need to design an algorithm based on the three characteristics of cohesion, coupling and abstraction, that in some sense, "optimizes" the identification of Capabilities. Specifically, we use a top-down and a bottom-up approach as the basis of the algorithms for formulating Capabilities. This is because our cognitive ability to examine a problem from both a top-down and a bottom-up perspective facilitates the application of widely diverse solution approaches. This phenomenon is evident in the field of software engineering where development strategies such as top-down design, bottom-up testing, top-down integration and others that incorporate a top-down or a bottom-up perspective are utilized in the different stages of system development. In particular, for Capability identification we focus on needs analysis, a phase prior to requirements specification, because Capabilities are formulated from user needs. At this point we consider only the functional aspects of the system. Following convention, we develop two algorithms for Capability identification that are based on the top-down and bottom-up approaches:

- **Synthesis**: This is an algorithm based on the bottom-up approach. The system is understood in terms of its most detailed elements, which are then systematically aggregated to form abstractions of higher levels.

- **Decomposition**: This is an algorithm based on the top-down approach. The system is visualized in terms of its highest level mission, which is then systematically decomposed into abstractions that are more detailed.

In either approach the objective is to identify functional abstractions that are maximally cohesive and minimally coupled
as Capabilities. We assessed the efficacy of the synthesis and decomposition algorithms by executing them on a real-world computer based library system. Our empirical analysis reveals that neither approach is sufficient by itself to determine the best set of Capabilities. More specifically, the cohesion measure based on the synthesis approach is inordinately subjective. Additionally, the synthesis strategy provides little information to assist coupling measurements. However, this approach identifies aggregates of reduced sizes as Capabilities. In contrast, the decomposition approach expedites the measurement of cohesion and coupling but results in Capabilities that are of increased sizes. In other words, these Capabilities are defined at very high levels of abstraction. Therefore, we construct a composite algorithm to establish an equilibrium between the two polar approaches. This algorithm is based on a complementary approach that incorporates elements of cohesion and coupling from the decomposition strategy, and models abstraction from the synthesis perspective.

The remainder of the paper is organized as follows: Section II discusses related work and outlines the overall process of engineering Capabilities. In Section III and Section IV, we compare and contrast the three primary elements that determine a Capability — cohesion, coupling, and abstraction level — from the synthesis and decomposition approaches, respectively. In Section V, we describe our composite algorithm that combines the two approaches. Our conclusions are presented in Section VI.

II. BACKGROUND

A system operating in the real world is subject to dynamic factors of change. These factors necessitate system evolution, the process of constantly adapting to various influences in order to function satisfactorily [4]. Software development processes that are ill-equipped to accommodate change are primarily afflicted with requirements volatility [5]. This phenomenon is known to increase the defect density and affect project performance resulting in schedule and cost overruns [6] [7]. Traditional Requirements Engineering (RE) strives to manage volatility by baselining requirements. However, the dynamics of user needs and technology advancements during the extended development periods of complex emergent systems discourage fixed requirements. More recently, techniques such as the Performance based specifications [8] [9] and Capability Based Acquisition (CBA) [10] are being utilized to mitigate change in large-scale systems. Performance based specifications are requirements describing the outcome expected of a system from a high-level perspective. The less-detailed nature of these specifications provides latitude for incorporating appropriate design techniques and new technologies. Similarly, CBA is expected to accommodate change and produce systems with relevant capability and current technology. It does so by delaying requirement specifications in the software development cycle, and by allowing time for a promising technology to mature so that it can be integrated into the software system. However, the Performance based specification and the CBA approaches lack a scientific procedure for deriving system specifications from an initial set of user needs. Moreover, they neglect to define the level of abstraction at which a specification or Capability is to be described. Thus, these approaches propose solutions that are neither definitive, comprehensive nor mature enough to accommodate change and benefit the development process for complex emergent systems.

Our approach, the Capabilities Engineering (CE) process, architects change-tolerant systems on the basis of optimal sets of Capabilities. In fact, Rowe and Leany suggest that it is beneficial to address the issues of evolution when modeling the system architecture [11]. Therefore, we design Capabilities to incorporate evolutionary-friendly characteristics such as high cohesion, minimal coupling, and pragmatic levels of functional abstraction. Figure 1 illustrates the two major phases of the CE process.

Phase I identifies sets of Capabilities based on the values of cohesion, coupling and abstraction levels. Techniques of modularization suggest that high cohesion and low coupling are typical of stable units [12] [13]. Stability implies resistance to change; in the context of CE, we interpret stability as a property that accommodates change with minimum ripple effect. Ripple effect is the phenomenon of propagation of change from the affected source to its dependent constituents. Specifically, dependency links between aggregates behave as change propagation paths. The higher the number of links, the greater is the likelihood of ripple effect. Because coupling is a measure of interdependence between units [14] we choose coupling as one indicator of stability of an aggregate. In contrast, cohesion — the other characteristic of a stable structure — depicts the “togetherness” of elements within an aggregate. A unit is said to be highly cohesive if each of its elements is directed towards achieving a single objective. As a general observation as the cohesion of a unit increases, the coupling between the units decreases. However, this correlation is only approximate, and thereby, cannot be used to estimate the values of cohesion and coupling [13]. Therefore, we develop specific metrics to compute these values for potential Capabilities.

Phase II, a part of our ongoing research, further optimizes these initial sets of Capabilities to accommodate schedule constraints and technology advancements. In this paper, we focus on identifying Capabilities as outlined by Phase I.
In the following sections, we discuss the synthesis and the decomposition algorithms for computing Capabilities. We then explain the necessity for a composite algorithm that includes elements of cohesion, coupling, and abstraction from both these approaches.

III. SYNTHESIS

The objective of the synthesis algorithm is to formulate Capabilities — functional abstractions with high cohesion and low coupling — from user needs that are obtained during the process of elicitation [15]. Needs are affiliated with the problem domain and requirements are associated with the solution domain. Capabilities are computed after the analysis of user needs but prior to requirements specification. We envision that by doing so Capabilities can bridge the chasm between the problem and the solution space, also described as the complexity gap [16]. It is recognized that this gap is responsible for information loss, misconstrued needs, and other detrimental effects that plague system development [17] [18].

The synthesis algorithm is based on a bottom-up approach, and hence, envisions a system in terms of its details. In particular, we consider system details that are defined at low levels of abstraction and are stated from a user’s perspective. We term these details as directives. More specifically, a directive is a system specification that is described using the terminology of the problem domain. In contrast, a requirement is a system specification stated in the technical language of the solution domain. However, both a directive and a requirement share the commonality of being defined at a low level of abstraction.

Directives are a natural derivative of user needs. We use the directives as input to the synthesis algorithm for formulating Capabilities because they serve three main purposes. Firstly, directives strive to alleviate loss of domain knowledge, which has been identified as an important problem in RE [17]. They do so by describing system functionality in terms of the problem domain. This assists in capturing domain information. Secondly, directives are utilized to compute the cohesion and coupling values of potential Capabilities. Recall that optimal sets of Capabilities are to be determined from different functional abstractions. Capabilities are essentially system functionalities, and hence, are associated with one or more directives. Therefore, the cohesion and coupling measures of Capabilities are determined using directives. Lastly, directives facilitate the mapping to system requirements. Note that Capabilities only provide a high-level architecture based on system functionalities, and therefore, requirement specifications are still necessary to direct system development. Thus, directives are easily mapped to requirements because both entities are defined at similar levels of abstraction.

A. Algorithm

The synthesis algorithm aims to identify abstractions with maximum cohesion and minimum coupling, as Capabilities. In particular, it strives to maximize functional cohesion, the most desirable cohesion among all other types of cohesion (coincidental, logical, temporal, procedural, communicational, and sequential) [19]. This objective of the synthesis algorithm is illustrated in Figure 2. If every element of a unit is essential to the performance of a single function, then that unit is said to exhibit high functional cohesion [13]. Therefore, the first step of the algorithm enumerates functions that possess high functional cohesion. More specifically, we examine the significance of each directive in accomplishing various system functions. We use these significance values to compute the cohesion of a function in terms of all its participating directives. However, it is possible that the same function is described at different levels of abstraction. We represent the functions using Venn diagrams to visually understand and resolve the discrepancies in the abstraction levels. The algorithm is explained in detail next.

Let $d_1, d_2, \ldots, d_n, n \in \mathbb{N}$, denoting directives derived from user needs be the input to the synthesis algorithm. For each $d_i$ perform the following steps to determine the Capabilities of a system:

1) Identify all possible functions to which directive $d_i$ contributes. The relevance of a directive in accomplishing a function is estimated using the impact categories shown in Table I. This classification is intended to assess the impact of risks on a project [20]. The failure to implement a directive is also a risk, and thereby, we use this classification to determine the significance of a directive in implementing a system functionality. We assign relevance values based on the perceived significance of each impact category; these values are normalized to the [0,1] scale.

<table>
<thead>
<tr>
<th>IMPACT</th>
<th>DESCRIPTION</th>
<th>RELEVANCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catastrophic</td>
<td>Task failure</td>
<td>1.00</td>
</tr>
<tr>
<td>Critical</td>
<td>Task success questionable</td>
<td>0.70</td>
</tr>
<tr>
<td>Marginal</td>
<td>Reduction in performance</td>
<td>0.30</td>
</tr>
<tr>
<td>Negligible</td>
<td>Non-operational impact</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Formally, we enumerate the list of functions $f_{im}, m < n$, that $d_i$ is associated with, as $InitialSet_i = \{f_{i1}, f_{i2}, \ldots, f_{im}\}$. For example, let $d_1$ help achieve functions...
2) **Expected system functionalities deduced from user needs can be stated at different levels of abstraction.** Consequently, certain functions constituting *InitialSet*$_1$ may be inclusive of other functions in the same *InitialSet*. For example, in Figure 3, $f_{12}$ is inclusive of $f_{16}$. We avoid considering functional abstractions that are partially or completely redundant as potential Capabilities by constructing *Subset*$_i$ of *InitialSet*$_1$ where

$$\text{Subset}_i = \{f_{ix}|f_{ix} \supseteq f_{iy}, \forall f_{iy} \in \text{InitialSet}; 1 \leq x, y \leq m\}$$

Note that the functions in *Subset*$_i$ are not encompassed by any other function in *InitialSet*. This implies that *Subset*$_i$ consists of functions defined at the highest level of abstraction among all other functions in *InitialSet*. Thus, as shown in Figure 4 for $d_1$,

$$\text{Subset}_1 = \{f_{1j}\}, j = 1,\ldots, 5.$$ 

3) **Although the aggregates in *Subset*$_i$ are not subset to any other aggregate, they can share common functionalities, which is an indicator of coupling.** Recall that a Capability is a self-contained functional abstraction that is minimally coupled with other Capabilities. We strive to minimize the coupling between abstractions by reducing their dependencies. Specifically, in the synthesis algorithm we use the abstraction level as an instructive factor in constructing minimally coupled aggregates. The technique of abstraction allows us to contain the dependencies within the boundaries of a higher abstraction. In particular, we identify aggregates that exhibit overlapping functionalities and aggregate them to form more decoupled abstractions. Hence, we create aggregate subsets $AG_{ij}(1 \leq i \leq n; 1 \leq j \leq m)$ from *Subset*$_i$ to contain aggregates with commonalities. Specifically,

$$AG_{ij} = \{f_{ix}, f_{iy}|f_{ix} \cap f_{iy} \neq \emptyset; 1 \leq x, y \leq m\}$$

We then abstract the entities of $AG_{ij}$ to form higher level aggregates such that $AG_{ij} = \{F_{ij}\}$ where $F_{ij} = \{f_{ix} \cup f_{iy} \cup \ldots \cup f_{iz}\}; 1 \leq x, y, \ldots, z \leq m$. $F_{ij}$ encompasses all aggregates in $AG_{ij}$. We term $F_{ij}$ as **core functions**. Hence, we utilize core functions to derive and represent the functionality of system aggregates at a higher level of abstraction. For example, for directive $d_1$, in Figure 5, $AG_{11} = \{F_{11}\}$ where $F_{11} = \bigcup_{j=1}^{5} f_{1j}$, $j = 1, 3, 4, 5$ and $AG_{12} = \{F_{12}\}$ where $F_{12} = \{f_{12}\}$.

4) **Let the core functions, $F_{ij}$, of all the aggregated subsets $AG_{ij}$ related to directive $d_i$ constitute the $i$-th **Core Function Set**, $CFS_i$, such that

$$CFS_i = \{F_{i1}, F_{i2}, \ldots, F_{ij}\}; 1 \leq i \leq n; 1 \leq j \leq m.$$ 

Hence, $CFS_i$ comprises core functions that are functional abstractions initially defined at a more detailed level. These functional abstractions are potential Capabilities. Thus, as shown in Figure 6, $CFS_1 = \{F_{11}, F_{12}\}$.

Thus, in this manner, the synthesis algorithm defines a Core Function Set (CFS) for each directive in the system. Specifically, each directive $d_i$ has an associated $CFS_i$. The elements of a CFS are core functions, which are aggregates derived from a systematic process of synthesizing directives. Recall that Capabilities are functional abstractions that exhibit high cohesion and low coupling. Therefore, we now measure the cohesion and coupling values and examine the abstraction level of each core function in order to determine the set of Capabilities.

- **Cohesion:** For each directive the synthesis algorithm generates a CFS comprising core functions. The cohesion of
a core function is computed as an average of the relevance values of each participating directive in achieving that function. This implies that the list of directives associated with each core function in every CFS be enumerated; this necessitates substantial time and effort. Also, note that the core functions associated with different directives may be defined at various abstraction levels. Consequently, core functions may be subsets of one another resulting in redundant computations of relevance values. Furthermore, in our empirical analysis we observe that although the calculation of the average cohesion value is direct, the process of eliciting relevance values for each core function is highly cumbersome and notably subjective. These factors require us to explore alternate approaches for determining the cohesion of potential Capabilities.

• **Coupling**: Units are said to be coupled if changes in a source unit affect one or more dependent entities. The only information available for computing the coupling between the elements of CFSs in the synthesis algorithm is the set of common directives shared by the core functions. Experimental results show that determining coupling values merely based this number is unrepresentative of the actual implementation. Furthermore, the synthesis approach fails to provide information about the strength of dependency between functions. Hence, we conclude that the synthesis algorithm is ill-equipped to facilitate the computation of coupling between potential Capabilities.

• **Abstraction Level**: We know that each directive has an associated CFS whose elements are core functions. Empirical analysis reveals that at the abstraction level computed by the synthesis algorithm the core functions of a particular CFS do not share commonalities with other functions. However, any reduction in the abstraction level results in common intersections between aggregates. This is explained by the design of the synthesis algorithm, which terminates once a functional aggregate is established, as illustrated by the example of directive d1. The synthesis algorithm indicates that the abstraction level of a core function is perhaps determined by examining its links with other core functions. Therefore, one needs to consider the abstraction level, and the links between aggregates when formulating Capabilities.

The synthesis algorithm attempts to identify Capabilities from the detailed directives of complex emergent systems. Given the large magnitude of these systems, considerable effort is required to establish the CFSs for 100s of directives. We note that, although the synthesis algorithm does provide insights regarding an ideal abstraction level of Capability, it is infeasible to automate the computation of cohesion and coupling measures. Therefore, it seems impractical that the synthesis algorithm be utilized for identifying Capabilities. This mandates that we design a more objective algorithm that is far less dependent on user input. Hence, we examine an alternative solution — a decomposition algorithm based on the top-down approach — in the following section.

IV. DECOMPOSITION

The decomposition algorithm utilizes a graph-based representation of user needs, viz. a Function Decomposition (FD) graph, to formulate Capabilities. An FD graph represents functional abstractions of the system obtained by the systematic decomposition of user needs. A need at the highest level of abstraction is the mission of the system and is represented by the root. We use the top-down philosophy to decompose the mission into functions at various levels of abstraction. We claim that a decomposition of needs is equivalent to a decomposition of functions because a need essentially represents some functionality of the system. Formally, we define an FD graph \( G = (V, E) \) as an acyclic directed graph where \( V \) is the vertex set and \( E \) is the edge set. \( V \) represents the system functionality: leaves represent directives, the root symbolizes the mission, and internal nodes indicate system functions at various abstraction levels. Similarly, the edge set \( E \) comprises edges that depict decomposition, intersection or refinement relationship between nodes. These edges are illustrated in Figure 7. An edge between a parent and its child node represents functional decomposition and implies that the functionality of the child is a proper subset of the parents functionality. Only internal (non-leaf) nodes with an outdegree of at least two can have valid decomposition edges with their children. The refinement relation is used when there is a need to express a node’s functionality with more clarity, say, by furnishing additional details. A node with an outdegree of one symbolizes this type of relationship with its child node. To indicate the commonalities between functions defined at the same level of abstraction the intersection edge is used. Hence, a child node with an indegree greater than one represents a functionality common to all its parent nodes. The FD graph utilizes these definitions to provide a structured top-down representation of system functionality, and thereby, facilitates the decomposition algorithm to formulate Capabilities in terms of their cohesion, coupling, and abstraction values. We discuss the mechanics of the algorithm next.

![Fig. 7. Example FD Graph G = (V, E)](image)

A. Algorithm

The input to the decomposition algorithm is an FD graph, \( G = (V, E) \) that represents the functionality of the system
to be developed. We first determine the set of all valid combinations of internal nodes that can be considered as potential Capabilities. These combinations are termed slices. Then we compute the cohesion and coupling measures for each slice and examine the levels of abstraction to establish the finalized set of Capabilities.

We define slice \( S \) as a subset of \( V \) where the following constraints are satisfied:

1) **Complete Coverage of Directives:** We know that a Capability is associated with a set of directives, which is finally mapped to system requirement specifications (see Figure 1). Consequently, a set of Capabilities of the system has to encompass all the directives derived from user needs. The leaves of the FD graph constitute the set of all directives in a system. We ensure that each directive is accounted for by some Capability, by enforcing the constraint of complete coverage given by

\[
\bigcup_{i=1}^{m} D_i = L, \text{ where}
\]

- \( D_i \) denotes the set of leaves associated with the \( i^{th} \) node of slice \( S \)
- \( L = \{ u \in V | \text{outdegree}(u) = 0 \} \) denotes the set of all leaves of \( G \)
- \( m = |S| \)

2) **Unique Membership for Directives:** In the context of directives, by ensuring that each directive is uniquely associated with exactly one Capability, we avoid implementing redundant functionality. Otherwise, the purpose of using slices to determine Capabilities as unique functional abstractions is defeated. We ensure the unique membership of directives by the constraint \( \bigcap_{i=1}^{m} D_i = \{ \phi \} \).

3) **System Mission is not a Capability:** The root is the high level mission of the system and cannot be considered as a Capability. The cardinality of a slice containing the root can only be one. This is because, including other nodes with the root in the same slice violates the second constraint. Hence, \( \forall u \in S, \text{indegree}(u) \neq 0 \).

4) **Directive is not a Capability:** A leaf represents a directive, which is a system characteristic. A slice that includes a leaf fails to define the system in terms of its functionality and focuses on describing low level details. Hence, \( \forall u \in S, \text{outdegree}(u) \neq 0 \).

The cohesion and coupling values for each slice is computed using the measures described next. We also discuss the average abstraction level of nodes that possess high cohesion and low coupling values.

- **Cohesion:** As in the synthesis algorithm, the cohesion of a node in a slice is computed as an average of the relevance values of the participating directive. The relevance values are assigned based on the values listed in Table I. However, we make a distinction between the parent and ancestor nodes of a directive. In order to reduce the need for user input, we elicit the relevance value of a directive only with respect to its parent node, whose cohesion is the arithmetic mean of the relevance values of its directives. Figure 7 illustrates relevance values of directives to their parents. However, the cohesion of an ancestor is computed as a weighted average of the size (number of associated directives) and cohesion of its non-leaf children. Specifically, the cohesion measure of an internal node \( n \) with \( t > 1 \) non-leaf children is:

\[
Ch(n) = \frac{\sum_{i=1}^{t}(size(v_i),Ch(v_i))}{\sum_{i=1}^{t}size(v_i)}
\]

such that \( (n, v_i) \in E \) and,

\[
size(n) = \begin{cases} 
\sum_{i=1}^{t}size(v_i) & (n, v_i) \in E; \text{outdegree}(v_i) > 0; \\
1 & \text{outdegree}(n) = 0 
\end{cases}
\]

- **Coupling:** To measure coupling we need information about dependencies between system functionalities. By the virtue of its construction, the structure of the FD graph represents the relations between different aggregates. In particular, we compute coupling between two nodes in a slice in terms of their directives. Two directives are said to be coupled if a change in one affects the other. We compute this effect as the probability that such a change occurs and propagates the shortest path (dist) between them. Note that the coupling measure is asymmetric. Generalizing, the coupling measure between any two internal nodes \( p,q \in V \), where outdegree\((p) > 1, \text{outdegree}(q) > 1 \) and \( D_p \cap D_q = \{ \phi \} \) is:

\[
Cp(p,q) = \frac{\sum_{d_i \in D_p} \sum_{d_j \in D_q} Cp(d_i,d_j)}{|D_p||D_q|}
\]

where \( Cp(d_i,d_j) = \frac{P(d_j)}{dist(d_i,d_j)} \) and \( P(d_j) = \frac{1}{|D_q|} \).

- **Abstraction Level:** The experimental results of the decomposition algorithm indicate that slices with nodes that exhibit maximum cohesion and decreased coupling are also at higher abstraction levels. We know that abstraction level is related to size; the higher the level of a node, the greater the number of its associated directives. Thus, the decomposition algorithm identifies Capabilities as nodes that exhibit high cohesion and low coupling but are also of increased sizes, which is undesirable from an implementation standpoint.

The decomposition algorithm provides an approach to automate the cohesion and coupling measures. Preliminary experimental results indicate that values computed using these metrics are indicative of desirable software engineering characteristics. In particular, we observe that on an average, in a slice, nodes \( v_j \) Capabilities that have high cohesion values also exhibit low coupling with other nodes. However, the decomposition approach fails to provide nodes at an abstraction.
level that are optimal with respect to size. Therefore, we now explore a reconciliation between the synthesis and decomposition algorithms to determine Capabilities that are optimal with respect to the abstraction levels and the computations of cohesion and coupling.

V. RECONCILIATION

Sections III and IV describe the synthesis and decomposition algorithms to formulate Capabilities. In particular, we observe that the computation of coupling and cohesion values using the decomposition approach can be easily automated. This is because the coupling measure is a function of distance of change propagation and probability of change, and therefore, is completely objective. Likewise, the cohesion measure, although less objective, is conveniently computed for all functional abstractions. In contrast, the excessive subjectivity of the synthesis approach presents little scope for automating the formulation of Capabilities in complex emergent systems. However, unlike the decomposition algorithm, the synthesis approach provides insights about the optimum abstraction level of a Capability. Hence, we construct a composite algorithm to formulate Capabilities such that it incorporates elements of cohesion and coupling from the decomposition algorithm and that of the abstraction level from the synthesis algorithm. In this section, we first enumerate the steps of the composite algorithm. Then we use the example of the computer based library system to illustrate the reconciliation of the top-down and bottom-up approaches in the composite algorithm.

A. Composite Algorithm

The composite algorithm represents system functionalities at different abstraction levels using an FD graph, as in the decomposition approach. This is because, in the synthesis approach one needs to consider all possible system directives and then determine functional abstractions through an iterative process, which challenges the limited processing capacity of the human mind [21]. In contrast, the decomposition algorithm provides a more structured approach and begins with a single entity — system mission — that is easily comprehensible. Therefore, the input to the composite algorithm is an FD graph representation of the system functionality. The steps of the algorithm are detailed below:

1) Construct an FD graph to represent the system functionality.
2) Determine all possible slices from the FD graph. Each node within a slice is associated with a unique set of directives such that the union of these directive sets is equivalent to a set of directives of a system.
3) Compute the cohesion and coupling values for nodes in each slice using the metrics defined by the decomposition approach, described in Section IV. Use these values to determine the average cohesion and coupling measures of a slice.
4) Similarly, compute the abstraction levels and sizes of each internal node in a slice.
5) The set of Capabilities is that slice which exhibits high cohesion, low coupling and comprises nodes of balanced abstraction levels.

We now illustrate the steps of the composite algorithm using the example of the library system.

1) Constructing FD Graph: In accordance with the first step of the composite algorithm an FD graph is constructed for the library system. To begin the process of systematic decomposition, we first identify the overall mission: develop software to automate library services. The mission is represented by the root node of the FD graph, which is illustrated in Figure 8. Observe that the mission is partitioned into functionalities of lower abstraction levels. The elliptical vertices in the FD graph denote the directives of the library system and the internal nodes indicate potential Capabilities. Also, the weight associated with an edge symbolizes the relevance value of a directive to its immediate parent node. Figure 8 shows these values as 1, 3, 7, or 10. However, they are normalized on a [0,1] scale (as defined in Table I) for the computation of cohesion measure. Note that the weight of an edge between internal nodes is inconsequential and so is denoted by zero.

2) Determining Slices: In our experiment with the library system we computed 1014 valid slices from a possible 1048576 combinations of nodes. In essence there are six basic sets of slices and these are listed in Table II. Permutations of each basic slice set are also valid combinations. For example, for the slice $S_1$ of Table II, the permutations $\{n_1, n_2, n_3\}$ and $\{n_1, n_2, n_4\}$ are considered as unique slices. This is primarily because the coupling measure is asymmetric, i.e. $C_p(n_i, n_j) \neq C_p(n_j, n_i)$, $i \neq j$; coupling is a function of probability of change which is computed using the size of a node. Consequently, permutations of the basic slice sets also need to be considered as individual slices. We conjecture that the coupling measure can assist in choosing an implementation order of Capabilities that potentially minimizes the impact of change.

<p>| TABLE II |
| Basic Slice Sets |</p>
<table>
<thead>
<tr>
<th>S</th>
<th>NODES</th>
<th>PERMUTATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>$n_1, n_2, n_3$</td>
<td>2$^4$</td>
</tr>
<tr>
<td>$S_2$</td>
<td>$n_1, n_3, n_4, n_5$</td>
<td>2$^4$</td>
</tr>
<tr>
<td>$S_3$</td>
<td>$n_1, n_3, n_4, n_6, n_9$</td>
<td>2$^4$</td>
</tr>
<tr>
<td>$S_4$</td>
<td>$n_2, n_3, n_10, n_11$</td>
<td>2$^4$</td>
</tr>
<tr>
<td>$S_5$</td>
<td>$n_2, n_4, n_5, n_10, n_11$</td>
<td>2$^4$</td>
</tr>
<tr>
<td>$S_6$</td>
<td>$n_3, n_4, n_6, n_9, n_10, n_11$</td>
<td>2$^5$</td>
</tr>
</tbody>
</table>

An interesting observation from the FD graph of the library system is that nodes $n_6$ and $n_7$ are the only nodes that are not a part of any slice. Further analysis reveals the following explanation: Nodes $n_6$ and $n_7$ are internal nodes with only directives as their siblings. Moreover, the parents of $n_6$ and $n_7$ are internal nodes whose children are directives and internal nodes. The constraint of a slice definition, viz. unique membership of directives, disallows $n_6$ or $n_7$ and $n_3$ from being a part of the same slice. In addition, the
requirement for complete coverage of directives of nodes in a slice necessitates the exclusion of \( n_6 \) and \( n_7 \) from any slice. However, it is possible that \( n_6 \) or \( n_7 \) can be the root of a large subgraph, in which case their exclusion is detrimental to the formation of Capabilities. This observation compels one to explore the relationship and distribution of internal nodes and directives, when defined at the same level.

3) Computations: Once the slices are determined we compute the cohesion, coupling and abstraction values for each node of a slice. The arithmetic mean of these values provides statistics that help ascertain the quality of a slice from a software engineering perspective. Before discussing the computations, however, we first analyze the relationship between a node’s abstraction level, its depth and its size. This is because the objective of the composite algorithm is to formulate Capabilities that not only exhibit high cohesion and low coupling, but are also of balanced abstraction levels. Furthermore, unlike abstraction level, cohesion and coupling are well established concepts that are accepted by the software engineering community. Therefore, it is imperative that we present our notion of an “abstraction level” using insights provided by the synthesis approach and discuss its role in identifying Capabilities.

- **Abstraction Level, Depth and Size:** An abstraction presents information essential to a particular purpose by omitting irrelevant elements. A Capability is a functional aggregate that indicates the functionality expected of the system from a high-level perspective while ignoring minute details. Similarly, the mission of a system is a functional aggregate described at the highest level of abstraction because it states the overall system functionality sans low-level information. Therefore, with respect to the FD graph, the root is of the highest abstraction and a directive is the lowest. Furthermore, we observe that the abstraction of the internal nodes decreases with their increased distance from the root; distance is the length of the shortest path from the root. We refer to this distance as the depth of a node. More specifically, the greater a node’s depth, the lower is its abstraction level. Therefore, for a node \( n \in V \) in an FD Graph \( G \), the qualitative relation between abstraction level and depth is denoted as:

\[
\text{Abstraction}(n) \propto \frac{1}{\text{depth}(n)}
\]

We now discuss the relation between a node’s depth and its size. Recall that size is the number of directives associated with a node. The FD graph of the library system indicates that the size of an internal node decreases as its depth increases. For example, in Figure 8 node \( n_2 \) has size 14 and depth 1 whereas \( n_4 \) is of size 5 and depth 2. We confirm if the random variables, size and depth, are truly correlated by using a scatter plot. Specifically, we plot the average values of size and depth of a node within a slice. This data is obtained from the 1014 slices computed from the FD graph of the library system. The scatter plot is shown in Figure 9 where, within a given slice, the average size of a node is plotted against the average depth of a node. We discuss the following observations about the scatter plot diagram:

a) **Permutations:** In the scatter plot of Figure 9, each data point with coordinates \((\text{size}, \text{depth})\) corresponds to the basic slice set listed in Table II, and therefore, is denoted...
by $S_1$. Although we plot the average size and the depth of a node in each of the 1014 slices computed from the FD graph of the library system, there are only five data points. This is because the permutations of the basic slices results in additional valid slices. However, the average node size and depth values remain unchanged for the permutations of the same basic slice set. Therefore, each point $S_i$, ($i = 1, \ldots, 6$) represents the average $(size, depth)$ of a node, which is unchanged in the permutations corresponding to the basic slice sets, shown in Table II.

b) Correlation: The scatter plot shows that there is a relation between the depth and size, which is reaffirmed by the large value of their correlation coefficient $\text{Corr}(\text{size}, \text{depth}) = -0.966630075$. This implies that depth and size are highly negatively correlated. In addition, as discussed earlier, we know that the level of abstraction decreases with an increase in depth. Using this relation and the negative correlation between size and depth, one infers that the size of a node is proportional to its abstraction level. Therefore, for a node $n \in V$ in an FD graph $G = (V, E)$, the qualitative relation between abstraction level and size is denoted as:

$$\text{Abstraction}(n) \propto \text{size}(n)$$

Hence, the relation between a node’s size, depth and abstraction level is used to assist in judicious identification of Capabilities. In particular, we conclude that a balanced abstraction level is influenced by the size of a node.

- Cohesion and Coupling: The cohesion and coupling measures are computed using the metrics defined in Section IV. The maximum, minimum, and median average cohesion and coupling values of the slices in the library system are also detailed in Table III, along with the average size and depth values.

4) Selecting Capabilities: We illustrate the final step of the composite algorithm — determining the optimum set of Capabilities from the set of all slices — using the example library system. Of specific interest are slices that exhibit, on an average, high cohesion and low coupling values. In particular, among all slices computed from the FD graph (Figure 8) of the library system, we examine the slices, $PS_1$ and $PS_2$, that have the two highest cohesion values. $PS_1$ and $PS_2$ are permutations of the basic slice sets $S_1$ and $S_2$ respectively. The cohesion and coupling values of slices $PS_1$ and $PS_2$ are presented in Table IV. Note that the cohesion and coupling values of $PS_1$ and $PS_2$ are higher and lower respectively, than the median values of the slices of the library system, described in Table III. In particular, slice $PS_1$ has maximum cohesion and minimum coupling values. Slice $PS_2$ exhibits the second highest cohesion value and a coupling measure of 1.09577 that is lower than the overall coupling median of 2.76445.

According to the decomposition algorithm, slice $PS_1$ is the most optimal among all slices of the library system. This is because it exhibits maximum cohesion and minimum coupling values when compared to all other slices. In contrast, the synthesis algorithm chooses slice $PS_2$ as the desirable set of Capabilities. Recall that the synthesis approach emphasizes on low abstraction levels, and consequently, reduced sizes. The average size of each node in $PS_1$ is 10 where as that of $PS_2$ is 7.5 as shown in Table V. The implementation size of individual aggregates in $PS_1$ can be reduced if node $n_2$ is replaced by $n_4$ and $n_5$, which results in a combination of nodes $\{n_1, n_4, n_5, n_3\}$, viz. basic slice set $S_2$ and in particular, the least coupled permutation, $PS_2$. This also implies that nodes $n_4$ and $n_5$ are at a lower level of abstraction than node $n_2$. The marginal increase in coupling of $PS_2$ is offset by the advantage of constructing smaller sized Capabilities. We observe from the FD graph in Figure 8 that there are no intersection edges between nodes $n_4$ and $n_5$, signifying that this is a balanced abstraction level. In contrast, let us consider the scenario where we choose to implement nodes, say $n_8$ and $n_9$ instead of $n_5$, which are defined at much lower level of abstraction and are of a smaller size. The node combination $\{n_1, n_4, n_5, n_8, n_9\}$ is actually the basic slice set $S_3$ listed in Table II. We choose the permutation $PS_3 = \{n_4, n_5, n_3, n_8, n_1\}$ because it has the lowest coupling among all possible permutations of $S_3$. Recall that all permutations exhibit the same cohesion, and hence, fails to influence the selection. The cohesion, coupling, size and depth values values are shown in comparison with $PS_1$ and $PS_2$ in Table IV.

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>Average Values of Slices of Library System</th>
</tr>
</thead>
<tbody>
<tr>
<td>RANGE</td>
<td>COHESION</td>
</tr>
<tr>
<td>Maximum</td>
<td>0.65119</td>
</tr>
<tr>
<td>Minimum</td>
<td>0.599048</td>
</tr>
<tr>
<td>Median</td>
<td>0.599048</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE IV</th>
<th>Average values of Slices S1, S2 and S3</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLICE</td>
<td>COHESION</td>
</tr>
<tr>
<td>PS1</td>
<td>0.65119</td>
</tr>
<tr>
<td>PS2</td>
<td>0.636873</td>
</tr>
<tr>
<td>PS3</td>
<td>0.606069</td>
</tr>
</tbody>
</table>

Fig. 9. Illustrating the relation between depth and size
TABLE V

<table>
<thead>
<tr>
<th>SLICE</th>
<th>AVERAGE SIZE</th>
<th>AVERAGE DEPTH</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS₁</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>PS₂</td>
<td>7.5</td>
<td>1.5</td>
</tr>
<tr>
<td>PS₃</td>
<td>6</td>
<td>2</td>
</tr>
</tbody>
</table>

higher coupling value than PS₁ and PS₂. However, it exhibits values that is better than the median cohesion and coupling values of the overall slices of the library system. In addition, PS₃ also has a smaller size when compared to the selections of the decomposition algorithm — PS₁ — or the synthesis algorithm — PS₂. Collectively, these factors seem to indicate that this slice is perhaps a more optimal choice than either PS₁ or PS₂ as illustrated by Table V. However, we observe from the FD graph in Figure 8 that nodes n₈ and n₉ share common directives d₂ and d₃. If these nodes are considered as Capabilities, then directives d₂ and d₃ will be associated with only one Capability. This implies that linkages will be broken to ensure that each directive is bound to either n₈ or n₉. Even so, this does not eliminate the implicit coupling that exists between n₈ and n₉. Consequently, it is difficult to consider nodes n₈ and n₉ as Capabilities with reduced coupling. This nonconformity with a basic tenet of the Capability definition forces us to reject PS₃ as an optimal set, and instead, choose slice PS₂.

To summarize, the composite algorithm constructs an FD graph, determines all possible slices and utilizes the cohesion and coupling computations of the decomposition algorithm to produce potential sets of Capabilities. Then, it incorporates the criteria of a balanced abstraction level and reduced sizes as illustrated by the synthesis algorithm to choose an optimal slice for the library system. Thus, the elements of cohesion and coupling from the top-down approach and the abstraction level from the bottom-up approach constitute the composite algorithm to determine Capability sets for developing change-tolerant systems.

VI. CONCLUSION

Software engineering methods for system development are often based on a top-down or a bottom-up approach. However, our solution framework, CE, constructs complex emergent systems as change-tolerant entities by utilizing a complementary approach. In particular, we use a composite algorithm to formulate Capabilities as maximally cohesive and minimally coupled functional abstractions of a system. Presently, a Capability depicts only the functionality of a system; integrating non-functional aspects into the definition of a Capability is part of future work. The cohesion and coupling measures of these basic building blocks are computed as in the decomposition algorithm and the abstraction level as defined by the synthesis algorithm. Note that the former algorithm is based on a top-down approach while the latter, on a bottom-up approach. Thus, the composite algorithm is a blend of the two polar approaches. Experimental results further substantiate the need for such a complementary approach. Our experience in assessing the efficacy of the synthesis and decomposition algorithms aids in understanding the essence of a Capability, and emphasizes that the design of Capabilities is in fact a reconciliation of diametrically opposite approaches to problem solving.
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Abstract

Software is often constructed using a layered approach to encapsulate the functionality in different layers. Individual requirements of each layer demand layer specific data structures. These data structures typically provide redundant information with respect to the data source.

Providing a Model Driven Software Development approach for creating these data structures leads to overlapping data models, each containing data structures defined by the data source. Because putting all various requirements of the software layers in a single data model can lead to difficulties, each software layer should only extend the basic data source model with its specifically needed model elements.

This paper presents a mechanism for transient extension of a data model. Using this mechanism, a basic data model can be used by every layer, being extended by additional attributes and classes for satisfying layer specific requirements.

Keywords: Model-driven development; Data modeling

1. Introduction

Data-intensive systems are characterized by manipulating and displaying a large amount of structured data. This data is saved in some persistent storage such as a database or a file. Such data-intensive systems are often designed in three layers [6], including presentation layer, domain (or business function) layer and data source layer.

Information contained in the data source is accessed through the data source layer. This layer transfers data contained in persistent data structures such as database tables, into dynamic data structures, such as arrays or object composites. The transfer functions can be coded manually or can be generated using a data model of the persistent data[1].

Because the problems to be solved by data-intensive software are quite complex, manual programming of transfer functions can quickly lead to logical errors. Bran Selic describes this problem in [14], distinguishing between essential and accidental complexity of software. Essential complexity is inseparable from the problem, but accidental complexity is a direct consequence of the chosen problem solution. For reducing accidental complexity the problem should be looked at an abstract viewpoint, ignoring program language specific details.

This abstraction can be provided by a platform independent model (PIM), which is created during a Model Driven Development (MDD) process. While MDD tries to capture all aspects of a program using different variants of modeling, like activity diagrams or class diagrams, agile model driven development (AMDD) has its focus on the aspect of a model currently needed. In data-intensive application development one of the first modeled aspects of each layer is its data structure.

2. Motivation

2.1. Layered software

In the previous section the idea of software layers has been introduced. Each software layer internally uses data structures, holding the needed data of this layer. Fig. 1 shows this data structures and depicts the dependencies between them. Every data structure can be seen as a layer specific view on the information generally available to the program. Data structure \( S_1 \) holds the transformed persistent data, which is compliant to the structure of the data source.
$S_2$ represents the data structure used by the domain layer and $S_3$ is contained in the presentation layer.

Fig. 1. Data structures in software layers

Fig. 2 illustrates an example use case from the business domain of logistics. Boxes containing small items are handled by a warehouse management system (WMS). The WMS is used for checking the amount of items contained in the box, before the box leaves the warehouse. The user interface consists of a table, which additionally displays the number of dozens and single items in a box, to ease the quality check of the boxes. It also makes use of a business function calculating the weight of each box for issuing an alert, if the weight of all boxes reaches the weight limit for transportation.

This example illustrates different requirements for data structures in various application layers. Requirements for $S_1$ are the reduction of duplicate information, thus providing support for data normalization [1]. This reduction is needed for optimal storage usage, efficient data transfer and to avoid inconsistency of the stored data. Also the data structure should be easily mappable to the persistent data source.

$S_2$ is driven by requirements for simplifying complexity of the application logic, adding transaction handling and data consistency checks. This aims at avoidance of inconsistent data and is done through adding data redundancy.

$S_3$ contains the data displayed in the presentation layer. Its content meets user requirements and usability aspects, which often requires displaying additional information.

As illustrated in Fig. 1 there exist several dependencies of the data structures in the different layers. Because $S_1$ holds all the information available to the application, additional data in $S_2$ and $S_3$ is normally related to data contained in $S_1$. This requirement can be fulfilled by extending $S_1$ with a transformation $T_1$ or $T_2$.

The way this transformation is performed depends on the abstraction level used for application development.

- The WMS described in Fig. 2 can be implemented using a relational database and a structured programming language like C. This programming language can work with a database manipulation language (DML) like SQL to define the data structures $S_1$, $S_2$ and $S_3$. In this case the transformation $T_1$ and $T_2$ of the data structures is done by extending the DML statement.

- A higher level of abstractions is provided by object oriented languages combined with object-relational methods [6]. This solution enables type safety for $S_1$, $S_2$ and $S_3$ consisting of objects. The transformation is done with additional source code for the implementation of $S_2$ and $S_3$.

- A further abstraction level is reached by using a MDD approach. This leads to a correspondend data model $DM_1$ for $S_1$, $DM_2$ for $S_2$ and $DM_3$ for $S_3$. Following the dependencies of the different data structures, the dependencies of the data models can be seen as $DM_1 \subseteq DM_2$ and $DM_1 \subseteq DM_3$. In this case transformation $T_1$ or $T_2$ is done by extending $DM_1$. This extension adds information about additional data needed in the presentation layer leading to $DM_3$ and to $DM_2$ respectively in the domain layer.

We call this transformation mechanism Transient Model Extension (TME). Since $DM_1$ is used as the basic model for this mechanism, $DM_2$ and $DM_3$ does not need to be stored in the corresponding layers. Only
the transformation rules needed for construction of the appropriate data model need to be saved instead.

2.2. Model Driven Development

Model Driven Development (MDD) [9] is an approach to implement a software system by describing it in a Platform Independent Model (PIM). A PIM defines associations between data and behavior of the software and it is used as input for generators producing a platform specific model (PSM). To support MDD the Object Management Group (OMG) has released the Model-Driven Architecture (MDA) containing standards allowing specification and transformation of models. Another dominant approach to MDD are Software Factories, which are proposed by Microsoft and can be seen as a new software development paradigm. Differences of these two approaches are discussed in [4].

Data modeling

Models of software design are often specified using Unified Modeling Language (UML) [11], another standard of the OMG. UML models are based on a metamodel and are situated in the user model layer of the four-level metamodel hierarchy [10]. UML describes several diagrams, which can be used to model different aspects of a software. Structural and behavioral diagrams are differentiated. One example of a structural diagram is the class diagram. It is used to model the structure of classes, such as attribute and methods, as well as the association between the different classes in the model.

For data modeling purposes the metamodel of a class diagram can be extended focusing only on class attributes and associations [1].

Agile Data Modeling relies on iterative construction of data models, where each data model satisfies the requirements needed in the current iteration. It is best suitable for applications, that rely on relational databases for persistent data storage. Agile Model Driven Development (AMDD) also uses an iterative approach, instead of extensive models being generated in the normal MDD process.

3. Transient Model Extension

The structure of a data model can be based on the four-level metamodel hierarchy of the OMG, whereas level M3 and level M2 are the same for each data model. Model level M1 contains the domain specific data model, holding the domain specific classes and associations. This elements are used for construction of objects which are contained in model level M0. Generally speaking every model can be seen as an instance of the model in the lower layer. Considering this fact, it is obvious that changing the model in level M1 results in additional data contained in level M0.

Fig. 3 shows the four-level metamodel hierarchy with respect to the data structures defined in Fig. 1. According to this figure DM1 is part of every data model used by the different software layers. Data model extensions (DME) correspond to the defined mappings T1 and T2 in Fig. 1.

DM2 is the data model used by the domain layer. It is defined as a combination of DM1 and DME2. In the same way the data model of the presentation layer (DM3) results from combining DM1 with DME3.

Applying the AMDD approach to a layered software architecture results in the definition of the data model describing the data structures used by the data source layer. In the next steps the corresponding data models for the domain and the presentation layer are defined. According to Fig. 3 a separated definition of each data model used by the different software layers is not feasible. Identical information needed by different layers is duplicated in the models, leading to maintenance difficulties of the shared information. Also each layer needs to store its own data model, which can lead to increasing storage requirements by the application. To overcome these problems a data model for all layers could be used, that is adapted for the requirements of the different layers.

![Figure 3. Data model structure](image-url)

3.1. Transient Model Extension use cases

To get a model for a specific software layer other than the data source layer, its data model normally needs to be extended, which is done on the fly. We call this mechanism Transient Model Extension (TME). It is illustrated by arrows T1 and T2 between the data structures in Fig. 1 and by fasciated areas in Fig. 3.
Like the extensions of a data structure implemented in an object-oriented language follows the rules of the language compiler, extensions of the model have to be compliant to its metamodel.

Typical TME use cases are:

**Attribute Extension.** Extending a class with additional attributes is done to model additional information, that belongs to this class and can be computed from other class attributes or associated classes. An extended attribute needs to be of a type already defined in the model.

**Additional Associations.** Requirements of an upper software layer can require additional associations between classes, that are not associated in the data source. Usually this is done for simplifying associations of related classes in the model. Consider a class A which has a one-to-many association to class B. Class B in turn has a many-to-one association to class C, which has an association with a class D. If now an object of class A needs the associated objects of class D, it has to traverse two associations. This situation can be simplified by directly associating class A with class D.

**Class Extension.** Extending the model with additional classes is a combination off all previous use cases. Adding additional classes can be done to meet the requirements for data redundancy or to simplify the functions in the domain layer.

The *data gathering mechanism* for the extended model elements is specified in the TME process. Calculation of model element values can be performed with different mechanisms.

The first approach is the use of a *hook* function, which is called everytime the value of the extended element is requested. The other alternative implements the *observer* pattern [7], implying changes to the extended model element only when one of the observed model elements changes.

One important aspect of the TME approach is the temporary extension of a data model. Because the same data model of the data source layer is used as basis for the domain and presentation layers, extensions applied by these layers should not affect the (data) models of other layers.

### 3.2. Generic Components and TME

Generic components can be seen as software components for which specific properties have been left variable during components implementation [2]. For AMDD it means that component functionality is based on a data model as well as a metamodel and the model is used for configuration.

In case of generic components TME can be used to configure the runtime behavior of the component. Imagine a user interface component like a table, which dynamically displays data of a given class in the associated data model. Extending this class with additional attributes leads to displaying of additional table columns.

### 4. Implementational considerations

A more detailed data model of the warehouse management system (WMS) use case presented in Sect. 2 is used for demonstration of the TME mechanism. Although this example has a higher degree of complexity, we note that this example is still a simplified version of our real world application.

Provided that the structure of the persistent data has been modeled, an *Entity Container* (EC) [13] can be used as a model-based object oriented data cache. The architecture of the EC is shown in Fig. 4. The EC provides distinguishable objects called entities, identified by a unique value. It operates on two levels of the four-level metamodel hierarchy of OMG implementing the instance of relation between the two levels.

![Figure 4. Entity container architecture](image-url)

The UML data model is stored in a file using the XML Metadata Interchange (XMI) format. This file contains the UML model of the persistent data and is used by the EC and the associated backingstore, such as an object-relational bridge (DBAL). Data entities in the EC are accessed using a dynamic interface.

In our MDD approach the database is created from the persistency model, which is also used to configure the EC and its associated backingstore.
4.1. Extended example

Instead of the data structure shown in Fig. 2, the detailed data structure allows a mixture of items from different articles in the same box. Each article defines a weight and can be associated with additional handling informations like its preferred temperature or its hazard class. Additionally each box is associated with a target country, which has a preference for a unit system.

Fig. 5 shows the data models of the different structures used in the application. DM1 defines the data structure $S_1$ of the data source layer, which is used for generating a database by applying the previously described MDD approach. In the persistent data storage only minimal information is saved about the items and boxes, which are modeled as class TransportUnit.

The following use cases need to be fulfilled by the different layers of the warehouse management system for goods issue:

**UseCase I:** It is required to calculate the weight of all items placed on a transport unit. The function can be used to inform a user whether a transport unit is overweight, which can be caused by the individual weight of the different articles.

**UseCase II:** A user needs a control for displaying the number of items on a transport unit. As stated in section 2 for better usability the displayed item count is split up in packaged items and rest items. Note that every article has an individual factor for calculating the number of packaged items and rest items.

Additionally, a user should also be able to control the weight of the transport unit. The weight is displayed in the preferred unit system of the inspected transport unit’s target country.

The WMS is implemented using the previously described software layers. Because the persistent data model is used for generating the database, it defines the model for the data source layer. All application layers mentioned above are based on the data from the data source of the WMS.

To meet the requirements of the previously defined use cases DM1 in Fig. 5 needs to be extended applying the TME mechanism, which is illustrated by the arrows labeled DME2 and DME3. UseCase I is implemented with the additional attributes contained in DM2, while UseCase II is realized by additional attributes and associations in DM3.

For DM2 the value of the additional weight attribute in TUItem is calculated using:

$$\text{Weight}_{\text{TUItem}} = \text{Amount}_{\text{TUItem}} \times \text{Weight}_{\text{Article}} \quad (1)$$
The value of this attribute is used in the calculation of the weight attribute of TransportUnit, which is based on equation:

\[ \text{Weight}_{TU} = \sum_{TUItem} \text{Weight}_{TUItem} \times \text{UnitFactor}_{\text{Country}} \quad (2) \]

For UseCase II the value of the package and rest attribute of TUItem is calculated using the PackageFactor attribute of the associated Article and the amount attribute of TUItem.

Keeping these facts in mind the following situation can be thought of. There can exist some articles, which also have a heavy-weight packaging. If this fact needs to be considered in the WMS, the following modifications have to be made.

First a new attribute containing a package weight needs to be added to TUItem in DM1. Additionally the attribute holding the package count and its corresponding calculation function need to be added to TUItem in the TME process. Also Eq. 1 has to be changed to

\[ \text{Weight}_{TUItem} = \text{Amount}_{TUItem} \times \text{Weight}_{Article} + \text{Packages}_{TUItem} \times \text{PackageWeight}_{TUItem} \quad (3) \]

With this additional extension one benefit of the TME method is demonstrated. Because Eq. 2 relies only on the value of the weight attribute, changes in the Eq. 1 calculating the value of this attribute are transparent to equation Eq. 2.

### 4.2. TME with the Entity Container

Listing 1 illustrates the code for the data source layer. This layer holds the data model of the application. It also provides access to the data source. According to Fig.4 each EC uses a data model and a backingstore, which holds the connection to the data source. The parameter for initialization of the EC in the upper layers of the application are retrieved from the data layer.

Listing 1. Data source layer

```java
public DataLayer() {
    // Datastructure holding the data model
    IModel dataModel = ...
    // Backcingstore connecting to the database
    private IBackingStore bs = ...
    // Public constructor initializing data layer
    public DataLayer() {
        this.dataModel = dataModel;
        this.bs = bs;
    }
}
```

Listing 2 demonstrates the implementation of the business function for checking the current weight of an item. This method is invoked by providing the ID of the current transport unit. In the initialization phase of this method the data model of the data source layer is retrieved. This model is extended with an additional attribute, containing the weight of the transport unit item. A new EC is instantiated, which is based on the extended model and the backingstore contained in the data source layer.

In this example we demonstrate, that the value for the additional attribute is provided using a hook function.

Listing 2. Implementation of UseCase I

```java
// business function calculating weight limit
public boolean weightLimitReached(String tuID) {
    DataLayer dl = Application.getDataLayer();
    // get persistent data model
    IModel layerModel = dl.getDataModel();
    // apply TME for attribute weight of class TUItem
    IAttribute limit = layerModel.TME.getAttribute(TUItem, 'limit');
    IAttribute weight = layerModel.TME.getAttribute(TUItem, 'Weight');
    // calculate weight of associated attributes
    for (IEntityReference item : items) {
        double currentWeight += ((DoubleValue) item.getAttribute('Weight')).getValue();
    }
    // load transport units from datasource
    for (IEntityReference tu : transportUnits) {
        currentWeight += ((DoubleValue) tu.getAttribute('Weight')).getValue();
    }
    // check if weight limit is reached
    boolean ret = (limit.compareTo(currentWeight) == 0); // return of limit attribute for selected transport unit
    return ret;
}
```

Listing 3 shows the implementation of the modified hook method implementing Eq. 3. This implementation can be applied to the weight attribute in Listing 2.
5. Discussion

Having seen the TME implementation we are going to summarize the most important points in the concept of Transient Model Extensions.

Model-interpretation technique: In contrast to other approaches, which mainly rely on code generation, our approach is based on model interpretation based on a metamodel. [5]. This allows dynamic generation of classes and objects based on a data model.

Single persistency model: TME relies on a single persistent data model, which represents the persistent data structures. This model is used as basis for each extended data model.

Assuming a three layered software architecture with the data source layer holding the persistent data model, TME can be used to create extended data structures in the domain layer and the presentation layer. These data structures are needed for support of additional attributes or relations according to the use cases implemented in each layer.

Separation of concern: TME can be used for implementing a view on the persistent information stored in the application’s data source. This is not only important for implementing different software layers. Another use case is the implementation of different components using the same persistent information.

Code modularization: In a method working with TME first the persistent data model is extended and data gathering methods are added, implementing hooks and observers. In a second step the extended model can be applied to an object oriented data cache. So the return value of the method can be based on the extended attributes. Therefore the method can only contain model extension and model querying statements, while calculation can be performed in small code fragments used by the hooks and observer. These hooks and observers can be also shared between different model extensions allowing an improved reusability.

5.1. Related persistent data frameworks

To realize the mapping of persistent data in dynamic data structures several widely known technologies exist.

Microsoft’s ADO.NET framework [12] contains several classes, which enable the usage of relational databases or XML files as persistent data sources. Access to the database is provided through an instance of a DataReader or a DataAdapter. While the first one is only used for reading data from the database, the second allows also data manipulation independent of the database type. The data adapter is used by a dataset component, which is an in-memory database.

The dataset is used by other application layers, but it does not utilizes a data model. Therefore extending the dataset is done at source code level, instead of the model abstraction level.

Hibernate [8] aims at providing an object/relational bridge. It allows the user to work with object oriented concepts like inheritance and composition as well as with database relational concepts such as usage of a DML like SQL. The mapping between the Java classes and the database structure is done by an XML file.

Because Hibernate works at the source code abstraction level, supporting modelbased extensions is not in the scope of this technology.

The Eclipse Modeling Framework (EMF) [3] is an implementation related to the OMG Meta Object Framework (MOF). A EMF model is based on a metamodel called.ecore model. This model defines the content of eAttributes and eReferences, which belong to the eClass elements in the model.

EMF models can be built from Java files, XML files or UML models stored in XMI. This models can be used as input for Java source code generators, producing class files with annotated source code. This code can be edited manually to add functionality. EMF supports the serialization of objects contained in the EMF model in XMI files.

The .ecore model defines attributes allowing to control which elements of the model can be serialized. The transient flag defines whether the corresponding element can be serialized. The volatile flag is used to signal that the value of this element depends on the value of other model elements.

Our approach differs in the following points from the EMF modeling concept:

1. The first aspect is the support of simultaneous but independent extensions of the persistency data model by different methods. In our understanding the same persistent data model is used by all extending models, while the extensions are only visible within a particular scope. In contrast, extensions to EMF models are globally visible.
The second aspect is the used concept of model extension. While EMF supports extension of classes with subclassing an existent class in a model, our approach directly adds attributes and references to existing classes. The advantage hereby is the constant class type of the extended class, so no modification of code expecting a particular class type is required.

6. Conclusion

This paper introduced a new method to ease the model-driven construction of layered data-intensive software. Applying the concepts of data modeling using traditional concepts, results in one data model for each software layer. This leads to redundant class definition in different models with respect to the data source.

In this cases changing the data model of the data source becomes difficult, because all corresponding classes in the other data models need to be changed. Furthermore each model is driven by various requirements, which leads to a different number of attributes in the equivalent class depending on data model.

To overcome this challenge, data models of different software layers can be received applying additional extensions on the data model from the underlying software layer. The mechanism for application of the model changes on the fly is called Transient Model Extension (TME).

This paper presented TME use cases including the extension of classes, class attributes and associations. These transient extensions are driven by layer specific requirements.

To demonstrate the advantages of this method, we presented an example, considering various requirements of the domain layer and the presentation layer. Finally we provided a comparision of our approach to related technologies dealing with persistent data structures.

7. Acknowledgment

We would like to thank our company, Salomon Automation GmbH, for their grant to support our research.

References


Model-driven Engineering for Development-time QoS Validation of Component-based Software Systems

James H. Hill, Sumant Tambe and Aniruddha Gokhale
Vanderbilt University, Nashville, TN, USA
{hillj,sutambe,gokhale}@dre.vanderbilt.edu

Abstract

Model-driven engineering (MDE) techniques are increasingly being used to address many of the development and operational lifecycle concerns of large-scale component-based systems. One such concern lacking significant research deals with the validation of quality-of-service (QoS) properties of component-based systems throughout their development lifecycle instead of waiting until system integration time, which is very late and can be detrimental to project schedules and costs. This paper describes our novel MDE-based solution to address this challenge. At the core of our solution approach are (1) a set of domain-specific modeling languages that allow us to mimic component “business logic,” and (2) a generative programming framework that synthesizes empirical benchmarking code for system emulation and continuous QoS evaluation.
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1 Introduction

Model-driven engineering (MDE) [27] techniques are increasingly being used to address many of the development and operational lifecycle complexities of large-scale component-based systems. Advances in MDE techniques for component-based systems to date have focused primarily on (a) structural issues of system development, such as component assembly, packaging, configuration and deployment (e.g., the CoSMIC tool chain [7]), and (b) functional and behavioral issues, such as model checking for functional correctness (e.g., Bogor [26] and Cadena [12]) or runtime validation of performance (i.e., running simulations at design time or empirical benchmarks at integration time to validate performance).

Although MDE tools continue to raise the level of abstraction of component-based software systems and address many of their complexities, there remains a major gap in evaluating system quality of service (QoS), e.g., performance and reliability, at different phases of development, which would enable design flaws to be rectified earlier in the development lifecycle. This impediment is due primarily to the “serialized phasing” [27] nature of the development lifecycle wherein the system is developed in layers (e.g., first the components at the infrastructure layer(s) and then the application layer(s)). System QoS validation, therefore, can proceed only when all the system components are available and deployed in the runtime infrastructure. Moreover, waiting too late in the development lifecycle to resolve any performance problems can be too costly to resolve. It is clear that system engineers need proper tools to help address QoS validation not only at integration and production time but at development time before performance problems become too “hard” to locate and resolve.

A promising solution to address the challenge of evaluating QoS at all stages of development entails accurately emulating system components for QoS validation while the “real” components are still being developed. This paper describes our novel MDE-based solution to address the challenges of serialized phasing and QoS validation across the development lifecycle. First, we demonstrate how the problem of serialized phasing can be overcome by emulating component “business logic” using domain-specific modeling languages (DSMLs) [8]. The behavior in our DSML is captured using the formalisms of I/O automata [18] and can be parametrized with executable operations (i.e., workload). Generative programming tools [4] associated with the DSMLs can synthesize empirical benchmarking code for system emulation and QoS evaluation. The QoS evaluation is carried out using the QoS benchmarking framework for component-based systems called the Component Workload Emulator (CoWorkEr) Utilization Test Suite (CUTS) [14].

Paper Organization. The remainder of this paper is organized as follows: Section 2 introduces a case study we use to describe the challenges in realizing a solution for continuous QoS evaluation; Section 3 describes the structure and functionality of our DSMLs for emulating component be-
behavior and workload; Section 4 explains how we integrated our DSMLs with an existing structural DSML to facilitate code generation for QoS evaluation; Section 5 compares our work with related research; and Section 6 presents concluding remarks.

2 Challenges in Overcoming the Serialized-phasing Barrier

This section describes the challenges in developing a solution that addresses the need for continuous QoS evaluation of component-based systems developed using serialized phasing processes. We use a case study to highlight these challenges.

2.1 A Distributed Stockbroker Application Case Study

We use a representative example drawn from the financial domain [28] as a case study to illustrate the serialized phasing problem and how our research artifacts described in this paper enable us to provide continuous QoS validation [13]. Our case study is called the Distributed Stockbroker Application (DSA), which is an online web application for viewing stock information.

Figure 1 shows a high-level representation of the DSA and its communication flows between components. The DSA is composed of six different components. The Naming Service component allows client applications to locate the Gateway Component for the application. The location (i.e., the binding IP address and port number) of the naming service component is therefore persistent. The Gateway Component serves as the entrance to the stock application, which all clients must pass through. The Gateway Component accepts the username and password of the user and sends it to the Identity Manager component. The Identity Manager component is responsible for verifying the username and password, and initializing the correct QoS policies based on user type. Once the access is granted to the client, it is given direct access to a Stock Component. The Stock Component is created on-demand and initialized with the correct QoS specified by the Identity Manager. The Stock Component interacts with a MySQL database that contains the stock information. Lastly, all components in the system – both application and infrastructure – log their activities to a Logging Component.

The DSA has two user classes: Basic and Gold. Gold users are persons who use the service frequently, whereas Basic users use the service infrequently. Table 1 provides the projected usage pattern by user type. Once the access is granted to the client, it is given direct access to a Stock Component. The Stock Component is created on-demand and initialized with the correct QoS specified by the Identity Manager. The Stock Component interacts with a MySQL database that contains the stock information. Lastly, all components in the system – both application and infrastructure – log their activities to a Logging Component.

The application components of DSA are implemented as Lightweight CORBA Component Model (CCM) [24] components. The target architecture comprises three hosts for deploying all its components. Lastly, the software platform version is Fedora Core 4 using ACE+TAO+CIAO 5.1 middleware platform available at www.dre.vanderbilt.edu.

2.2 Impediments to Overcoming the Serialized-phasing Barrier

To achieve the vision of continuous QoS validation in the presence of serialized phasing, such as in the case of the DSA case study, the proposed solution must address the following challenges:

- **Challenge 1: Emulating business logic** – The emulated components must resemble their counterparts in both supported interfaces and behavior. Moreover, the emulation environment should allow seamless replacement of faux components with real components as they become available. In the context of the DSA, emulated components should be used to evaluate QoS at early stages of development, and as the “real” components are completed they should replace the emu-
lated components to achieve more accurate QoS metrics.

- **Challenge 2: Realistic mapping of emulated behavior** – The behavior specification should operate at a high-level of abstraction (i.e., at the application level) and map to realistic operations (e.g., memory allocations and deallocations, file operations, or database transactions). For example, in the DSA the high-level database behavior should “realistically” query a database for stock information.

- **Challenge 3: Technology independence** – The behavior specification should not be tightly coupled to a programming language, middleware platform, hardware technology, and MDE tool. In the context of the DSA, if we wanted to evaluate the system on CCM or Microsoft .NET [20], or use multiple modeling tools [17,30], then we should be able to reuse the same concepts and models.

The remainder of this paper describes our solution to resolve these challenges.

3 Domain-specific Modeling Languages for Continuous QoS Validation

Addressing the challenges of continuous QoS evaluation in the face of serialized phasing requires mechanisms to mimic application component behavior. This section describes our R&D on two domain-specific modeling languages (DSMLs) [8] called the Component Behavior Modeling Language (CBML) and Workload Modeling Language (WML). CBML is a DSML for capturing the behavior of a component and WML is a DSML for parameterizing the behavior with “realistic” application-level operations. The remainder of this section discusses both languages in detail explaining how these help resolve Challenges 1 and 2 discussed in Section 2.2 in the context of the case study described in Section 2.1.

3.1 The Component Behavior Modeling Language

Any mechanism that mimics component behavior must incorporate the design principles and semantics of component architectures. In such architectures, systems are composed of components that react to method invocations and events received on their input ports. This “reaction” causes a sequence of activities that can be defined by a series of states and transitions. Although the range of activities performed in the course of a component’s execution can vary broadly, they can be divided into two distinct operational classes: internal and communication.

Internal operations are those not observable from outside a component (e.g., memory allocations/deallocations and database transactions executed by the database component in the DSA case study). Communication operations are representative of sending/receiving an event to/from another component (e.g., input and output events transmitted between each of the components in the DSA case study).

When trying to emulate a component’s behavior (i.e., addressing Challenge 1 in Section 2.2), it is desirable to capture it as close as possible to its real counterpart using combinations of internal and communication operations. It is also desirable to represent the behavior based on a formal mathematical foundation because it will (1) facilitate transformation of existing models between different formal behavioral languages (e.g., timed-automata [1], StateCharts [10] and PetriNets [25]), and (2) assist in proving any formal properties of the system (e.g., correctness and stability). Likewise, it will also facilitate reverse transformations (i.e., from models in other languages to models of this language). We believe that lack of formal semantics can limit the capabilities and scope of such a behavior modeling language. At the same time, it should not be dependent on any programming language and software/hardware platform, and be as general purpose as possible.

Based on the desired functionality for modeling component behavior, we have developed the Component Behavior Modeling Language (CBML). CBML is a DSML based on the mathematical formalism of input/output (I/O) automata [18] (details of I/O automata are beyond the scope of this paper). We chose I/O automata as its basis because, analogous to component behavior, I/O automata is ideal for asynchronous and reactive systems. We developed CBML in the Generic Modeling Environment (GME) [17], which is a metamodeling environment that allows the creation of DSMLs and its models. CBML, however, is not coupled to GME since it can be ported to any MDE tool that supports metamodel specification (e.g., Generic Eclipse Modeling System (GEMS) [30]). Developers use CBML to capture component behavior at a high-level of abstraction and use model interpreters to generate configuration and source files for backend emulation and simulation tools. Our current efforts focus primarily on generating source files for emulation tools (see Section 4).

3.1.1 Structure of CBML

As explained in Section 3.1, we developed CBML based on the mathematical formalism called I/O automata [18]. We defined CBML so that it has the necessary subset of elements from I/O automata (illustrated in Figure 2) that will preserve its formal semantics. Users of CBML do not need prior knowledge of I/O automata in order to use CBML.

Figure 3 shows the realization of the CBML artifacts illustrated in Figure 2 using the DSA database component as an example. In CBML, all behavior specification be-
Figure 2. Primary elements for constructing behavior models in CBML.

The remainder of the behavior specification is defined by a sequence of Action to State transitions (similar to I/O automata). For example, the behavior model for the database component in Figure 3 illustrates that an input action causes a query for stock information.

Figure 3. Example CBML behavior model in GME.

To specify the end of a behavior sequence, a Finish connection (i.e., the dashed line) is used to connect the final State to the starting Input Action. We require this connection because we allow sharing of behavior sequences to simplify modeling (illustrated in Figure 4). For example, the DSA has two types of users who have the same behavior. It is possible to model each person’s input to the database component (or any component) separately but share the same behavior as illustrated in Figure 4. The explicit finish connections therefore help resolve ambiguity when determining where each user type’s behavior terminates.

Figure 4. Example of sharing behavior in CBML.

Specifying output actions in CBML

I/O automata defines behavior as an input action that causes a series of “internal” operations and results in a set of output actions, if any. To be consistent with I/O automata semantics, we allow behavior specifications to include output operations, however, output actions have the same modeling semantics as I/O automata internal operations (e.g., CBML Action element). We made this design choice because, similar to CBML action elements, output actions can also have a series of action-to-state transitions after completing a single output action.

Figure 5 illustrates an example behavior model with output actions, which are represented by the two rightmost squares with the triangle, for the database component in the DSA. After the component completes its query to the database for stock information, it sends the information back to the requester, and sends a status message to the logging component.

Figure 5. Example CBML behavior model with output actions.

Preconditions, postconditions, and variables in CBML

CBML allows a user to define variables in behavior models to stay consistent with the I/O automata semantics. The purpose of a variable is to preserve information that represents the current state of the system or component. As illustrated in Figure 6, a variable is represented by the element with the star image. Users use variables in their behavior model by referencing them in the preconditions and postconditions of the transition (i.e., connection from a state to an action), and effect (i.e., connection from an action to a state) connections, respectively. This allows developers to create more “realistic” behavior models, such as counting the number of users of each type executing queries on the database and/or guarding a workload until the system reaches a certain state.

Figure 6. Example CBML behavior model with variables.

Domain-specific extensions in CBML

Some input events that are critical in the domain of component-based systems (e.g., lifecycle events such as activation and passivation or monitoring notification events such as degradation of QoS) are not first class entities in I/O
automata. I/O automata does not distinguish between these kinds of events because it is a general-purpose language that is not tied to any particular domain (e.g., component-based systems). We therefore extended I/O automata (without affecting its formal semantics) in CBML to capture this aspect of component behavior more expressively as discussed below and illustrated in Figure 7:

- **Environment Events** – represent input actions to a component that are triggered by the hosting system rather than another component (e.g., lifecycle events from the hosting container or fault-tolerance notifications to serialize the state of a component).
- **Periodic Events** – represent input actions from the hosting environment that occur periodically (e.g., setting/receiving a timeout event to periodically transmit status updates). We also allow a probability to be associated with periodic events to provide non-deterministic behavior.

**Figure 7. CBML’s domain-specific extensions to I/O automata**

In the context of the DSA, when the database component is activated it creates an initial connection to the database (illustrated in Figure 7). Likewise, we can use periodic events to model the behavior of each user type by associating each one with correct probability (e.g., 0.35 and 0.65 for Gold and Basic type, respectively) and sequencing it with an output event within a “user” component (also illustrated in Figure 7).

**Usability extensions in CBML**

One of the main goals of defining behavior at a high-level of abstraction is simplicity and ease of use. If the size of the behavior model is “huge” and CBML adheres strictly to its current representation of I/O automata, its ease of use is compromised because one of the major drawbacks of many automata languages is scalability [10]. To address this issue we defined the following usability extensions, which do not affect the underlying I/O automata semantics:

- **Composite Action** – is a modeling element that contains other actions. It allows developers to create groups of action-to-state sequences that can help reduce the amount of clutter in the model. A composite action has the same modeling semantics as a regular action, however, we defined a constraint that requires composite actions to contain only a single input action. This is necessary because composite actions encapsulate a single, reusable behavior workflow, and not multiple behavior workflows.
- **Log Action** – is an attribute of an Action element that determines if the action should be logged. The semantics of “logged” are dependent on how the model is interpreted. For example, a modeler might choose to log “network send” actions and not “memory allocation” actions.
- **Repetitions** – is an attribute of an Action element that specifies how many times to repeat the operation. This prevents the same action from having to be specified multiple times in order to achieve repetition. It is clear that setting this value to zero implies the action is disabled. This allows developers to seamlessly bypass an action temporarily without actually removing it.

To address the usability concerns in the modeling aspect, we also developed a GME add-on that assists users in creating models rapidly by auto-generating required elements (e.g., states) and connections depending upon the context. Although this feature is GME-specific, most MDE tools provide support for implementing features that help improve user experience [29].

### 3.2 The Workload Modeling Language

The Component Behavior Modeling Language (CBML) described in Section 3.1 gives developers the ability to model behavior via generic actions and properties. For analysis techniques, such as simulation, CBML is enough to capture the behavior of the component (e.g., its actions, states, and respective transitions), which can be interpreted to define configuration files for simulation tools. For emulation purposes, however, these actions do not exemplify the “business logic” of components because it does not capture the workload of reusable objects within a component (e.g., objects and their methods). Moreover, when defining the workload of components using CBML, it is “hard” to specify realistic workloads that map to executable operations for an emulated component. To address this challenge (i.e., Challenge 2 in Section 2.2) we developed the Workload Modeling Language (WML).

WML is a middleware and hardware platform-independent and programming language-independent DSML that allows developers to define workload generators that contains actions to represent realistic operations.
have the same modeling semantics as variables in CBML, and worker actions in WML have the same modeling semantics as actions in CBML. This design feature allows us to integrate WML with CBML.

Figure 9. Example CBML model parameterized with WML actions.

Figure 9 illustrates the behavior model of the database component from Figure 6 in Section 3.1.1 that has been parameterized with WML actions. The top portion of the image illustrates the WML composition for a database worker. In the bottom portion of the image, the actor (i.e., db_handle) is a variable that references the database worker. The action is a modeling instance of the worker action in the top portion of the image whose name must match the name of its parent worker variable. We made this design requirement because it (1) helps resolve ambiguity when determining what action belongs to what parent since it is possible to include the same worker variable type multiple times in a behavior model, and (2) reduces modeling clutter as opposed to explicitly creating a directed connection between a parent and its action.

4 Technology Independent Approach to Continuous QoS Validation

In Section 3 we described two behavioral DSMLs: CBML and WML that illustrated how integrating both languages allowed us to emulate the behavior (Challenge 1 of Section 2.2) and mapping the behavior to realistic operations (Challenge 2 of Section 2.2). Although WML allowed us to parameterize the generic actions in CBML with executable operations, these models are insufficient to generate emulation code directly without knowing the structural composition of the system and its components since the latter determines the end-to-end workflows whose QoS validation is more interesting and important to system developers. We therefore integrated CBML and WML with the Platform Independent Component Model Language.
(PICML) [2] because the latter captures the structural aspects of a system and its components, which is necessary when generating source code for components that resemble the real counterparts. Moreover, since both PICML and CBML/WML provide platform and programming language independent modeling capabilities, their integration and model interpretations provide a technology independent approach to continuous QoS evaluation (Challenge 3 in Section 2.2).

Although we chose PICML as the structural DSML to integrate CBML and WML, the concepts presented in Section 4.1 can be applied to any structural DSML provided that it clearly differentiates between input and output ports of a component. The remainder of this section discusses integration of CBML and WML with existing languages (e.g., PICML in CoSMIC), and how our approach to generating emulated logic for components that mimics their real capabilities is decoupled from the underlying platform and programming language technology.

### 4.1 Integrating Behavioral and Structural DSMLs

Domain-specific modeling languages (DSMLs), such as PICML, allow developers to model different ports of a component (e.g., facet/receptacles and event sources/sinks). The facets/event sinks represent inputs to a component, while receptacles/event sources represent outputs from a component. Structural DSMLs, however, capture structural input/output (I/O) elements without any correlating behavior (i.e., there is no clean representation to associate the I/O elements of structural models with the I/O actions in behavioral models). We therefore defined a set of “connector elements” that enable developers to connect the I/O elements in the structural model with their corresponding I/O elements in the behavioral model.

![Figure 10. Conceptual model of integrating behavioral and structural DSMLs.](image)

Figure 10 illustrates how structural DSMLs (e.g., PICML) which define components that have I/O ports and behavioral DSMLs (e.g., CBML and WML) that have I/O actions can be integrated by having the structural DSML “contain” the behavioral DSML. In particular, we require a component to contain the behavior. Additionally, we define a modeling connection between the input port and input action, but require that the name of the output action match the name of the corresponding output port. We made this design decision because explicitly defining a connection between an output action and port will clutter the model since there is a many-to-one mapping between an output action and an output port.

To further illustrate this concept, Figure 11 shows how the integration of the DSMLs is realized. The outer rectangle of Figure 11 illustrates the PICML model of the database component. The inner rectangle highlights the same database component with CBML and WML from Figure 9 integrated into PICML, thus allowing us to model the same behavior exemplified in Section 3 with its respective structure (e.g., interface and attributes).

![Figure 11. Realization of integrating CBML and WML with PICML in CoSMIC.](image)

### 4.2 Code Generation for Emulation

This section describes our approach for achieving code generation for emulation, which enables us to conduct continuous QoS validation during system development. Our current effort allows developers to generate emulation code for the Component Workload Emulator (CoWorkEr) Utilization Test Suite (CUTS), however, our code generation architecture is not dependent on CUTS (e.g., Challenge 3 in Section 2.2). Figure 12 illustrates a conceptual model of our code generation architecture, which is composed from three technology independent, but language dependent layers of abstraction:

- **Emulation** - This layer represents the application layer’s “business logic”. The elements in WML used to parameterize the CBML behavior are mapped to this layer when model interpreters parse the model. For example, the `query_stock_info` action is generated at this layer in C++ code.

- **Templates** - This layer acts as a bridge [6] between the upper emulation layer and lower benchmarking layer. This allows both layers to evolve independently of...
each other. For example, if we want to provide support for other benchmarking frameworks we do not have to alter the generated code because the templates will provide the mapping. Likewise, if we ported the DSA to a different technology (or language) the code generator can tailor the source code to plug into this layer given we support the target programming language.

- **Benchmarking** - This layer represents the underlying benchmarking framework (e.g., CUTS). Methods in this layer are invoked by the template layer above to capture workload metrics, such as execution timing of a database query by the database component, or response time of each user type in the context of the DSA.

Lastly, the encapsulating object for each of the three layers is the actual component hosted by the target architecture, which is language and technology dependent. The component is generated so that it has the same structure as its “real” counterpart (e.g., same interfaces and attributes). Figure 13 illustrates the generated code for a portion of the database component in the DSA. As illustrated in Figure 13, the `push_BasicType_Input` method is the realization of implementing the `BasicType_Input` input event port in CCM. Each line of source code represents the WML actions used to parameterize the CBML behavior. The `record` is the template object that allows the emulation operations to be adapted for monitoring and analysis by the CUTS benchmarking framework.

**Generation for Simulation.** Although our efforts currently focus on generating emulation code, it is possible to create model interpreters that generate configuration files for simulation tools such as UPPAAL [16]. This will allow developers to utilize the features of a simulation tool such as validating correctness, evaluating preconditions and post-conditions, and checking for reachability [15]. Moreover, it will alleviate the time and effort required to manually produce these configuration files, which can be error prone and tedious.

### Figure 12. Code generation architecture for emulation.

### Figure 13. Excerpt of generated code from a PICML model extended with CBML and WML.

**5 Related Work**

Statecharts [10] gained widespread usage when they were integrated with the STATEMATE [11] modeling tool, and since then a variant has become part of UML (i.e., UML Statecharts) [5]. Similar to CBML, statecharts can be used to describe behavior of large complex systems. CBML extends Statecharts by clearly separating component behavior from workloads using WML. The generative techniques associated with variants of statecharts are targeted towards simulation and runtime verification [15,21]. Our generative techniques can be extended to simulation and runtime verification tools [16] as well, however, it extends UML statecharts efforts [22] because it facilitates seamless replacement of the emulated components (i.e., components generated from behavior models) with the real components as they become available. Furthermore, our generative techniques and concepts are not tied to a specific technology or tool, whereas the technique presented in [22] et al., is bound to a specific tool.

The Abstract State Machine Language (AsmL) [9] developed at Microsoft Research is an executable specification language based on the theory of Abstract State Machines. AsmL is useful when developers need precise, non-ambiguous methods to specify a system, either software or hardware. AsmL, however, is not a graphical modeling language like CBML and WML. Furthermore, users of CBML and WML operate at a high-level and do not require in-depth knowledge of the underlying formalism, whereas AsmL requires developers to have some understanding of abstract state machines and programming formalisms, which can restrict its applicability (e.g., for system testers who have no knowledge of complex formalisms or programming).

Executable UML (xUML) [19] and the Action Language [23] are both for defining workload that can map to the desired target architecture. WML is orthogonal to both
xUML and the Action Language efforts, however, WML operates at higher level of abstraction. xUML and the Action Language require developers write abstract implementation code, which requires knowledge of programming semantics, whereas WML leverages pre-existing objects and methods (i.e. workload generators) that are not defined by the user for code generation.

WinFX Workflow [3] is a modeling language developed by Microsoft et al., which is a part of the Windows Workflow Foundation. Similar to CBML, WinFX allows developers to express workflows but it is coupled with workload. WinFX also facilitates code generation, but is confined to the Microsoft .NET framework whereas our generative programming technique is technology and tool independent and can be applied to multiple middleware platforms including Microsoft .NET.

6 Concluding Remarks

This paper described a model-driven generative programming approach to address the challenges of evaluating component-based system QoS throughout the development lifecycle instead of delaying it to integration time. Our approach defined two modeling languages, namely CBML and WML, that capture the behavior of application components at a high-level. We then integrated these DSMLs with PICML, which models structural properties of applications. Lastly, we used model interpreters to map the behavior specifications to executable operations that leverage existing emulation frameworks, such as CUTS.

This approach allows for continuous integration and QoS validation of the system because as more is learned about the components, the behavior can be refined and regenerated for emulation. Likewise, as the real application components are ready, they can replace the emulated components and their impact on system QoS can be observed. We expect the results of real versus emulated components to match provided the behavioral models of the emulated components approximate the real component behavior closely.

6.1 Lessons Learned

Model-driven Engineering comprising the use of DSMLs and generative programming provides an effective solution to address the challenges facing development lifecycles of next generation, large-scale software systems. Several challenges were encountered during the development of CBML and WML and several challenges remain to be resolved. Our experience developing and using the MDE framework described in this paper suggests the following benefits:

- Using a DSML based on a mathematical formalism to define behavior of components helps in specifying unambiguous behavior when generating code and configuration files for emulation and simulation.
- Separating the workload, behavior, and structural models allows all to evolve independently of each other. Moreover, it encourages the same behavior model to be supported in multiple structural models to increase portability, flexibility, and usability.
- Using generative programming with templates that are parameterized by actions from behavioral models allows the DSML to easily be adapted to different environments of execution (e.g., benchmarking environments or real-world deployment).

6.2 Future Work

Although our approach of integrating a behavior and workload modeling language with a structural language has many benefits and addresses many challenges of the “serialized-phasing” process, there is also room for improvement and future work:

- Despite the ability to capture behavior of a component and its state, data flow of a component can only be defined based on state variables. In real world, properties of input actions (e.g., event values) can affect the flow of execution in a real component. We therefore need to extend CBML with a simple programming language that will allow developers to use such properties when defining behavior.
- As the “real” components become available and replace the emulated components, it is ideal to capture workload metrics of the real component. We therefore need to extend the current capabilities of both modeling languages and code generators to handle evaluation of real components (i.e., benchmarking them using “realistic” input data).
- The workload generators (i.e., workers) in WML resemble class objects in object-oriented programming languages. We therefore need to extend the capabilities of WML such that existing class objects in the target programming language can be used in WML models. Moreover, these extensions will enable “real” implementation code to be generated directly from models.

By providing these extensions to our MDE approach, we will be able to continue addressing many of the challenges component-based system developers experience when they face time-to-market and product quality pressures.
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Abstract

Microsoft’s .NET platform was developed to simplify development of Windows applications. At the core of the .Net platform is a virtual machine known as the Common Language Runtime (CLR). Virtual machines do not allow for optimal performance, and a full hardware implementation is not always feasible. The goal of this paper is to present a preliminary partitioning scheme upon which future refinements can be made, and to analyze the performance of the partitioning scheme based on instructions executed in each partition and the data to be passed between partitions. Conclusions and recommendations as to implementation of the hardware partition are given to aid in future implementations of a hardware/software co-designed CLR.

1 Introduction

Microsoft’s .NET platform was developed to simplify development of Windows applications by providing a robust framework through which a developer can manage applications and interact easily with the operating system. At the heart of this platform is an execution environment known as the Common Language Runtime (CLR) [1]. In Microsoft Windows, CLR is implemented as a Just-In-Time compiler, thus a .NET application does not interact directly with the host computer. This extra level of abstraction results in slower execution due to the JIT compiling each method to native code the first time it is executed. A full hardware implementation would be able to overcome the overhead created by the JIT; however a full hardware implementation is not always feasible. Thus a hardware/software partitioning of the CLR should be considered to get some of the performance gains of a hardware implementation while overcoming some of the difficulties of fully implementing the CLR into hardware. Similar research has been performed using the Java Virtual Machine in [2] [3] [4].

This paper presents a partitioning scheme based on the description of the instructions given in the ECMA 355 standard [5] and the data collected from analyzing the CLR as presented in [1]. This partitioning scheme is a preliminary one upon which future refinements may be made in order to maximize performance or other design constraints. For the purpose of this paper benchmarking results were gathered using Southern Storm Software’s PNetMark .Net benchmarking package. [6] The benchmark is executed with the partitioning in place by means of tagging instructions that are to be executed in hardware and instructions that are to be executed in software and gathering relevant local variable, constant pool, and stack data accordingly.

2 Partitioning Scheme

When considering an initial partitioning scheme for a virtual machine it should be considered how well the low level instruction set maps to typical CPU instructions. The low level instructions are well suited for hardware implementation because such instructions are typically used in modern microprocessors and advanced techniques already exist for their execution, such as pipelining and parallel execution. The high level instructions are well suited for the software partition due to their need to access the computer system’s components, their dynamic memory usage and their virtual machine management functionality.

For these reasons it was decided that the initial partitioning explored here is based on these principles. Partition III of the ECMA specification outlines the CLR instructions in two categories: Base Instructions and Object Model Instructions. Base Instructions are described as being Turing Complete, meaning that they perform all operations put forth by Alan Turing to define a computationally complete machine, and are closely related to those instructions that are typically found in modern microprocessors [7]. Object Model instructions are instructions that provide object-oriented programming support and high level operating system support to the virtual ma-
chine. Thus these categories are used as a basis for the initial partition explored here.

Following this partitioning scheme, the partitions can be detailed as follows. The software partition encompasses three main categories of instructions: Scalar Data Transfer, Control Flow, and Object Manipulation. These operations all require high level memory checking and loading when executed. The operations in the software partition that are executed in the benchmark are outlined in Table 1.

<table>
<thead>
<tr>
<th>Category</th>
<th>Subcategory</th>
<th>Sub-subcategory</th>
<th>Instructions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scalar Data Transfer</td>
<td>Metadata</td>
<td>Accessing</td>
<td>ld</td>
</tr>
<tr>
<td>Control Flow</td>
<td>Subroutine Call</td>
<td>call</td>
<td>st</td>
</tr>
<tr>
<td>Object Manipulation</td>
<td>Array Specific</td>
<td>ldelem.i4</td>
<td>ldelem.i4</td>
</tr>
<tr>
<td></td>
<td>Object-Specific</td>
<td>st</td>
<td>fd</td>
</tr>
<tr>
<td></td>
<td>Field Accessing</td>
<td>ldelem.i4</td>
<td>ldelem.i4</td>
</tr>
<tr>
<td></td>
<td>Object Creation</td>
<td>newarr</td>
<td>newobj</td>
</tr>
<tr>
<td></td>
<td>Method Handling</td>
<td>pcldr</td>
<td>box</td>
</tr>
<tr>
<td></td>
<td></td>
<td>callvirt</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Executed Instructions in the Software Partition and their Categories

- **The Scalar Data Transfer** operations are those that access Metadata, i.e. class data that may or may not exist in memory when executed.
- **The Control Flow** operations are only those instructions that call subroutines. The instruction may call a subroutine that does not exist in memory yet, and may thus require high level checking and loading.
- **Object Manipulation** operations are those that access arrays, objects and methods. They are also responsible for method calling. These operations may all require data that is not loaded into memory, and again may require high level checking and loading.

The hardware partition encompasses many more instructions than the software partition, covering four main instruction categories: Scalar Data Transfer, Stack, ALU, and Control Flow. As mentioned earlier, these instructions are similar to typical CPU operations and are well suited for hardware implementation. These instructions are outlined in Table 1 and are explained as follows:
- **Scalar Data Transfer** operations are those that load and store local variables.
- **Stack** operations are the operations that push constants onto the stack, push immediate values onto the stack, perform duplication of the variable on the top of the stack, and pop the variable off the top of the stack.
- **Arithmetic** operations are the instructions that perform mathematical, logic and conversion operations.
- **Control Flow** operations consist of operations that change the program counter, either by a conditional instruction, an unconditional instruction, or return from a subroutine.

## 3 Performance of Partitions

Once a partitioning has been decided upon it must be determined whether the partitioning is suitable for hardware implementation. When considering an instruction set partitioning, such as the one proposed here, the analysis can be broken down into three basic areas: instruction execution location; context switching; and the level of data exchanged between partitions. These areas are explained and their data is examined in the following sections.

### 3.1 Instructions Executed in the Software Partition

The first step in evaluating the software partition is to analyze how many instructions are executed in it. Of all the instructions executed in the benchmark, 13.33% are executed in the software partition which indicates good coverage by the hardware partition.

It is important to consider how many instructions are executed consecutively when execution is taking place in a partition. A small amount of instructions executed sequentially in a partition is indicative of many unnecessary context switches. Figure 1 shows that only one or two instructions are executed in the software partition before a context switch back to hardware, with a mean of 1.07 and a standard deviation of 0.34. Of these, over 93% are only executing one instruction.

![Figure 1: Instructions Executed in Software Partition](image)

### 3.2 Instructions Executed in Hardware Partition

The hardware partition is responsible for executing 86.67% of all instructions. This indicates that the majority
of instructions are executed in the faster hardware partition, which is an indicator of good partitioning. Figure 2 outlines how many instructions are executed consecutively in the hardware partition. A greater spread of the number of instructions executed consecutively exists in this partition than in the software partition. Most (over 95%) switches to hardware execute between one and fifteen instructions sequentially, the remaining 5% spread out relatively evenly up to 813 instructions in a row. The mean is 7.04 instructions with a standard deviation of 146.23. This indicates that the hardware partition performs well in most cases.

Switching contexts is a time consuming operation and when only one or two instructions are executed in a partition, the context switch is not worth the tradeoff of executing the instructions in hardware. To overcome this, a module that reads future instructions should be implemented. Such a module would be able to determine how many of the future instructions will cause context switches to hardware, and determine when such context switches are appropriate.

4 Context Switching

Context switching refers to the program transferring execution between the hardware and software partitions. For example, if a software instruction is executing and the next instruction is a hardware instruction a context switch will occur. When a context switch occurs, the current state of the virtual machine must be passed to the target partition. This includes the method data, class data, the stack, and the method bytecode. Thus switching between partitions is a time consuming operation, and thus can degrade performance of a co-designed system if they occur unnecessarily. Context switching should be considered when partitioning a system.

4.1 Instructions Generating Context Switches

Figure 3 outlines the instructions that cause context switches from the software partition to the hardware partition where 29 of the 46 hardware instructions cause a context switch. Loading variables, constants and arguments cause context switches more frequently than others. The rest of the instructions cause context switches in similar proportions. This indicates that pre-loading all required variables, arguments and constants into the hardware partition prior to execution would be beneficial to execution.

Figure 4 outlines the instructions that cause context switches from hardware where 11 of the 13 software instructions cause context switches. The remaining instructions cause very few context switches.
5 Data Movement between Partitions

Another measure in the performance of a partitioning scheme is to monitor the amount of data passed between partitions on context switches. This is because it requires time to pass that data to hardware, which has an impact on performance. Ideally the amount of data to be passed would be zero, however this is obviously impossible. In order to measure the data we need to consider what data is passed for execution. Each method has five essential data areas that are required for execution: program counter; constant pool; stack; and method size. The program counter associated with each method is used to monitor the next instruction to be executed, thus this register must be passed between the hardware and software partitions. Local variables may be required by each method to store and access values during execution, thus this data must be passed between partitions. The constant pool is class data that may be required by each method to, again, store and access data during execution. Thus these values must be passed between partitions during execution. The stack is used for intermediate values by instructions during execution. Finally, the method size refers to the number of bytecodes required by the method to execute. These bytecodes must be passed to the hardware partition in order for the method to run. This data is vital and must be passed between the hardware and software partitions. The details of this data are outlined in the following sections.

5.1 Local Variables

Figure 5 outlines the number of local variables passed between partitions, either to hardware from software or to software from hardware. Since the number of switches to hardware is equal to the number of switches to software and the number of local variables in a method does not change, only one graph is required to detail the data movement between partitions. Nearly all methods in the benchmark that cause context switches use local variables, only slightly more than 0.0002% of all context switches need not pass any local variables. Between zero and fourteen local variables are passed between partitions, with an average of 5.61 and standard deviation of 3.99. Most, just over 65% of context switches, require passing four, six or ten local variables. The remaining 35% pass zero, one, two, three, and fourteen local variables.

Passing local variables to the hardware partition does not present a major problem. A modest system bus width of 64-bits running at 66 MHz would be sufficient to load the maximum number of local variables very quickly. Assuming the local variables have a size of 32-bits, 14 could be loaded in seven clock cycles.

5.2 Constant Pool

The amount of constant data passed between partitions is outlined in Figure 6. As with local variables, the amount of constant data does not change through execution and only one graph is needed to describe the amount of data passed to either partition. The amount of data passed is largely dependant on the classes used and how many context switches occur in that class. The benchmark uses between four and 516 bytes for constant data, with a mean of 124.70 and a standard deviation of 300.32. This high mean and standard deviation is due to the large spread of constant pool usage. The constant pool size passed is distributed quite evenly over the spectrum of context switches. Eight and 28 bytes are passed most frequently, making up just over 56% of all constant pool exchanges between partitions. The rest are evenly distributed between 4, 30, 264 and 516 bytes. Eighteen and 24 make up an inconsequential amount.

With the partitioning scheme considered here, the constant pool is not accessed by any of the instructions in the hardware partition. This indicates that the constant
pool may not need to be passed to hardware. This would increase performance of the partitioning strategy.

5.3 Stack

Figure 7 and Figure 8 outline the size of the stack passed between the two partitions. Unlike the constant data set size of local variables and constant pool data, the size of the stack changes during execution, thus the stack size passed to hardware and stack sizes passed to software will be different and are considered separately.

The stack size being passed from hardware to software is outlined in Figure 7. The stack size being passed varies from zero to 39 bytes, with a mean of 9.59 bytes and a standard deviation of 6.26 bytes. Stack size of four, eight and twelve bytes dominate the rest of the stack sizes being passed, making up almost 55% of all stacks passed. The remaining 45% are spread evenly up to 22 bytes in length, the rest make up an inconsequential amount of stacks passed.

![Figure 7: Stack Size Passed to the Software Partition](image)

Since the stack is an integral part to execution it has to be passed to the software partition from the hardware partition. This is easily seen by the fact that all the hardware operations require the data on the stack in one fashion or another: to read from it; compare the values on the top; place values on it; or to remove values from it. Most of these operations change the state of the stack. However, since the stack size to be passed is relatively small, it will not be a major performance burden.

Figure 8 outlines the stacks being passed to the hardware partition from the software partition. The stacks vary in size from zero to 38 bytes in length, with a mean of 5.25 bytes and a standard deviation of 4.34 bytes. Five stack sizes dominate the sizes of the stacks passed to hardware: 1, 5, 8, 9, and 12 bytes. These stack sizes account for just over 92% of all stacks passed. The other 8% is spread quite evenly between the remaining stack sizes.

When comparing the stacks passed to hardware and the stacks passed to software it can be seen that the stacks passed to software are spread out over a larger range. The stacks being passed to software are also larger in general than those being passed to hardware; this is indicated by the differences in the means.

The hardware partition absolutely requires the stack to be passed to it, and the stack needs to be implemented in hardware. The hardware stack needs to support all sizes from 0 to 38 bytes. Thus the hardware partition requires room to allow the stack to grow during execution.

![Figure 8: Stack Size Passed to the Hardware Partition](image)

5.4 Method Size

The size of the methods that need to be passed from software to hardware are outlined in Figure 9. The method size passed to hardware is only considered because all methods exist in software to begin with and its state does not change during execution, thus it does not need to be passed to the software partition. The method size varies in length from one byte up to 419 bytes, with a mean of 192.85 bytes and a standard deviation of 186.88 bytes. Methods with a size of 419 bytes dominate the other sizes with just over 27% of all methods passed. The remaining method sizes are evenly spread in size between one and 170 bytes.

![Figure 9: Method Sizes Passed to the Hardware Partition](image)
Obviously all methods executed in hardware must have their opcodes passed to hardware. The large number of bytes required to pass the methods to hardware may present a performance bottleneck. One method to overcome this may be to load methods to a high speed ram that is local to the hardware partition. This would alleviate some of the communication issues for passing methods.

6 Processing vs. Communication Rates

Since communication between partitions is a major issue when considering a co-designed system, the amount of processing performed should be compared with the amount of communication required to pass the data required for execution. This will give an indication as to how well the partitioning scheme performs. Ideally a small amount of data will be passed to execute a large number of instructions.

Table 2 outlines the data passed from the hardware partition to the software partition vs. the amount of execution when in the software partition. The best, average and worst case scenarios are shown. In the best case only 8 bytes of data are passed for executing 6 instructions, making for 1.33 bytes communicated per instruction. The average case is 163 bytes passed for executing 2 instructions, averaging to 81.5 bytes passed per instruction executed. In the worst case 615 bytes are passed to execute only 1 instruction. The low number of instructions executed in each case can be attributed to the fact that only slightly over 13% of all instructions are executed in software.

<table>
<thead>
<tr>
<th>Data (in Bytes)</th>
<th>Instructions Executed</th>
<th>Bytes per Instruction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Case</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>Average Case</td>
<td>163</td>
<td>2</td>
</tr>
<tr>
<td>Worst Case</td>
<td>615</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2: Data Passed to Software Partition vs. Instructions Executed

Table 3 shows the data passed from the software partition to the hardware partition vs. the amount of execution when in the hardware partition. Again, the best, average, and worst case scenarios are shown. The best case has 9 bytes being communicated to the hardware partition in order to execute 813 instructions, making for just over 1/10th of a byte passed per instruction executed. In the average case 346 bytes are communicated to execute 8 instructions, causing an average of 44 bytes per instruction. The worst case has only 1 instruction needing 1033 bytes of data for execution. The more efficient communication to the hardware partition can be attributed to the fact that just under 87% of all instructions are executed in hardware.

<table>
<thead>
<tr>
<th>Data (in Bytes)</th>
<th>Instructions Executed</th>
<th>Bytes per Instruction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Case</td>
<td>9</td>
<td>813</td>
</tr>
<tr>
<td>Average Case</td>
<td>352</td>
<td>8</td>
</tr>
<tr>
<td>Worst Case</td>
<td>1033</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3: Data Passed to Hardware Partition vs. Instructions Executed

The data shows that in the worst cases the required amount of communication outweighs any performance gains presented by executing in hardware, thus context switches in the worst case, i.e. executing only one instruction, should not occur and execution should be left in software. The same cannot be considered for the worst case of execution in the software partition since software instructions cannot be implemented in hardware, while the opposite is not true. This data enforces the recommendation to implement a context switching prediction module to predict suitable context switches to hardware.

7 Conclusions

The previous sections propose a partitioning scheme for the Common Language Infrastructure instruction set and analyze its performance. The analysis performed in this paper shows that the preliminary partitioning proposed here performs well. The conclusions and observations regarding this partitioning are outlined in Table 4 and the recommendations for hardware implementation are outlined in Table 5. The major recommendation is to implement a context switching prediction module to predict suitable context switches to hardware. Since communication takes computing time, when a large amount of data needs to be passed to hardware for a small amount of execution, the payoff for switching to hardware is not great enough to justify a context switch.
### Table 4: Observations for Partitioning the CLR

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Sub-aspect</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance of Partitions</td>
<td>Instructions Executed in the Software Partition</td>
<td>13.33% of all instructions executed are executed in software. Average of 1.07 instructions executed consecutively.</td>
</tr>
<tr>
<td></td>
<td>Instructions Executed in the Hardware Partition</td>
<td>86.67% of all instructions executed are executed in hardware. Average of 7.04 instructions executed consecutively.</td>
</tr>
<tr>
<td>Context Switching</td>
<td>Instructions Generating Context Switches</td>
<td>63% of implemented hardware instructions cause context switches. 92% of implemented software instructions cause context switches.</td>
</tr>
<tr>
<td>Data Movement Between Partitions</td>
<td>Local Variables</td>
<td>Average of 5.61 local variables need to be passed to hardware. Up to 14 local variables need to be passed.</td>
</tr>
<tr>
<td></td>
<td>Constant Pool</td>
<td>Average of 124.7 bytes need to be passed. Up to 516 bytes need to be passed.</td>
</tr>
<tr>
<td></td>
<td>Stack</td>
<td>Average of 9.59 bytes passed to software. Up to 39 bytes passed to software.</td>
</tr>
<tr>
<td></td>
<td>Method Size</td>
<td>Average of 5.25 bytes passed to hardware. Up to 38 bytes passed to hardware.</td>
</tr>
<tr>
<td></td>
<td>Processing vs. Communication Rates</td>
<td>Average size of 192.85 bytes. Up to 419 bytes need to be passed.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Average of 81.5 bytes need to be communicated to the software partition per instruction executed. Up to 615 bytes need to be communicated to the hardware partition per instruction executed. Up to 1033 bytes need to be communicated to the hardware partition per instruction executed.</td>
</tr>
</tbody>
</table>

### Table 5: Recommendations for Implementation of HW/SW Co-designed CLR

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Sub-aspect</th>
<th>Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance of Partitions</td>
<td>Instructions Executed in the Hardware Partition</td>
<td>Use a context switch prediction module to predict suitable context switches to hardware.</td>
</tr>
<tr>
<td>Context Switching</td>
<td>Instructions Generating Context Switches</td>
<td>Pre-load variables, constants and arguments into hardware.</td>
</tr>
<tr>
<td>Data Movement Between Partitions</td>
<td>Local Variables</td>
<td>Does not account for a large amount of data, and thus is not of great concern.</td>
</tr>
<tr>
<td></td>
<td>Constant Pool</td>
<td>Constant pool is not used by hardware instructions, and may be excluded from data passed to hardware.</td>
</tr>
<tr>
<td></td>
<td>Stack</td>
<td>Stack must be communicated between partitions. Hardware must allow for stack to grow.</td>
</tr>
<tr>
<td></td>
<td>Method Size</td>
<td>Load methods to high speed ram accessible by hardware.</td>
</tr>
<tr>
<td></td>
<td>Processing vs. Communication Rates</td>
<td>A context switch prediction module can alleviate some of the performance problems brought by switching to hardware in the worst cases.</td>
</tr>
</tbody>
</table>
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Abstract

Myoelectric prosthesis control is difficult to achieve, because the optimal selection of features from a set, extracted from a myoelectric signal, is known as being a very challenging problem in prosthetic control. Dimensionality reduction means to retain MES information, that is important for class discrimination and to discard irrelevant data. Dimensionality reduction strategies can be categorized into feature selection and feature projection methods according to their objective functions.

This work brings forward a statistical cluster analysis technique, which we call the “Guilin Hills Selection Method”. The goal of our efforts is to control electrically powered upper limb prostheses with a minimum number of sensors and a low-power processor. The paper introduces the method and brings forward exemplar results for the selection of two time-domain features. With the proposed method, we can clearly distinguish four hand-positions from myoelectric signals of two sensors. The method also suggests feature combinations, that lead to less robust classifications but require fewer sensors.

1. Introduction

Today, many myoelectric systems for the control of a prosthetic limb, such as a hand, an elbow or a wrist are commercially available. These systems extract control information, such as amplitude, rate of change, etc., from myoelectric signals (MES). Research in MES processing dates back to the early 1960s [1] and many of the techniques developed in the early years are still used in medical products today. A conclusive summery of the advances in upper limb prosthesis and microprocessor control was brought forward by Lake and Miguelez [2]. Muzumdar provides in his book an extensive survey of control methods, prosthetic implementations and clinical applications [3]. Most control systems are based on Hudgins' work and use a simple multilayer perceptron (MLP) as classifier for a set of time-domain features extracted from the MES [4,5,6].

Based on these fundamental ideas, a prosthesis control system was developed at the Universität der Bundeswehr München [7]. The UniBw-Hand controller is different from the original approaches with respect to feature classification, training method and comfort for the user. For the operation of the system, we distinguish a training- and an operative-mode.

Figure 1: The UniBw-Hand control system for powered upper limb prostheses.
During the *training-mode*, users exercise predefined hand and arm motions while MES data are measured at the remaining predominant muscles, e.g. on the patients forearm. The data sets acquired are used to train the multilayer perceptron, which interprets the MES in the operative mode. In contrast to traditional training methods, where users are asked to solely flex muscles, we also measure precise motion of the opposite hand with a data-glove. The use of the glove allows to exactly relating true hand gesture and movement to the MES of the impaired side. A set of time-domain features is extracted from a transient burst of the MES. Since the signals are nonlinear and stochastic, it is difficult to decide which signals to chose. Normally, the selection is based on experimentation, prior experience, or on published combinations known to provide good results for certain combinations of hand-positions with a muscle. Selected features are then extracted and presented to, in our implementation, a neural net classifier. The correlation of movement and MES ensures precise training data and accurate weights for the operative mode. A block diagram of the control scheme is shown in Figure 1.

In the *operative-mode*, the MES is measured and preprocessed exactly as in training mode. With the weights obtained during the training phase, controls for the motor are generated. Amplifiers of the motor control provide steering signals for the prosthetic hand device. A current limiter for the motor and sensors provide sufficient feedback to the motor control and ensure a force regulated and slippage reduced grip.

Feature selection is known to be one of the most difficult problems in myoelectric signal processing. It is of fundamental importance, because a proper combination of features is instrumental to achieve a good classification and optimal results. The choice is especially crucial, when several hand-positions and transitions between positions must be distinguished from MES based on a small set of functional muscles.

2. Dimensionality Reduction

In myoelectric signal processing, dimensionality reduction is the process of feature selection and feature reduction, so that important information for best class discrimination is retained and superfluous information discarded. Fodor provides a survey of dimensionality reduction techniques [8].

Dimensionality reduction methods are distinguished into feature selection and feature projection strategies.

Feature selection methods try to find the best subset of an original, initial set of features. In the context of myoelectric signal processing, feature selection is based on Euclidian distance calculations and a class separation criterion. Supervised methods rank the features according to available class membership information. Generally, the features are chosen, so that the distance of the “centers of mass” for the sample-clouds of hand-positions, obtained during a training phase, are maximized.

In contrast, feature projection methods attempt to determine the best combination of original features through a mapping of the original multidimensional feature space into a space with fewer dimensions. Typically, an original feature space is transformed with a linear transformation, e.g., with principal component analysis (PCA), that provides a means of unsupervised dimensionality reduction, as no class membership qualifies the data when specifying the eigenvectors of maximum variance [6].

3. The Euclidian Distance Calculation Method

In the initial development of the controller for the UniBw-Hand, we employed the state-of-the-art Euclidian distance calculation method to select the features. Hereby, we followed the standard approach and assumed a uniform weight for the data samples. As an example consider Figure 2. It shows a three-dimensional feature map indicating clouds of samples for wrist-flexion with green-, wrist-extension with blue-, and fist with red-data-points. For a sensor placed at the flexor carpi radialis muscle, we chose the features: RMS Quotient (RMS), Zero Crossings (ZC) and Waveform Length (WFL), to achieve a maximal distance for the three “centers of gravity”.

![Figure 2: 3-D Feature map for a sensor placed at the carpi radialis resulting in a proper separation of the three hand-positions.](image-url)
The footprint (down-projection) on the ZC-WL plane indicates, that undesired overlaps in the features space exist, when only the dimensions ZC and WL are considered. Therefore, an RMS feature is added for an optimal separation. With this method we achieved very good classification results.

4. The Guilin Hills Selection Method

The Euclidean distance feature selection method becomes unsuitable when extensive intersections of sample-clouds exist. Since individual muscles contribute simultaneously to several hand-motions or -positions, a sample point, as found in the strongly clustered center of a cloud, classifies a hand-position better than a more distant point. As an example regard the flexor carpi radialis. It is flexed when adopting a fist, a radial flexion and some other positions. When all points contribute to the center calculation with identical weights, outlier points shift the center of gravity away from the region for an optimal classification. Therefore, features must be chosen, so that the centers of probability, the hills, are maximally distant.

The Guilin Hills selection method was inspired by the beautiful landscape of the hills and the Li river close to Guilin in southern China, and the observation, that sets of data points, for a (time-domain) feature are normal distributed. This has been confirmed by testing more than one hundred sets of training data, which were all found to be mesokurtic, with $\gamma_N \approx 0$.

Based on this, we can represent a training data set for a feature of a specific muscle and a certain hand-position as a tuple of mean ($a_b$) and standard deviation ($d_s$). The bell-shaped curves in Figure 3, represent the standard distributions of WFL features, derived for the flexor carpi radialis from four sets of 100 training samples, each for the hand-positions (left to right): radial flexion, wrist-extension, fist, and wrist-flexion.

During the operative phase of prostheses, features, called measurements, are continuously derived from the MES and classified based on the training data. An ideal association with a position is possible only when the probability density functions are well separated. Hence, features must be chosen, so that either: the integral under the combined curve is minimal within, i.e. three, standard deviations of the respective means, Figure 4a; or: the combined density function at the intersection is minimal, Figure 4b.

Figure 3: WFL distributions for four hand-positions calculated for the flexor carpi radialis.

Figure 4: (a) The upper graph shows the $3\sigma$ areas, (b) the grey vertical marks the valid intersection point $x_{int}$.

Here, we calculate the combined density function:

$$\text{CombinedNvd} \left( x_{int+}, x_{int-}, a_1, a_2, d_1, d_2 \right) = \max \left( \frac{1}{\sqrt{2\pi} d_1} e^{-\frac{(x_{int+} - a_1)^2}{2d_1^2}}, \frac{1}{\sqrt{2\pi} d_2} e^{-\frac{(x_{int+} - a_2)^2}{2d_2^2}}, \frac{1}{\sqrt{2\pi} d_1} e^{-\frac{(x_{int-} - a_1)^2}{2d_1^2}}, \frac{1}{\sqrt{2\pi} d_2} e^{-\frac{(x_{int-} - a_2)^2}{2d_2^2}} \right)$$

at the intersection point $x_{int}$, for two feature tuples $(a_1, d_1), (a_2, d_2)$ as:

$$\text{Intersection} \left( a_1, d_1, a_2, d_2 \right) = x_{int+}, x_{int-} = \left\{ \begin{array}{ll} a_1d_1^2 - a_2d_2^2 \pm \sqrt{a_1^2d_1^2 - 2a_1a_2d_1^2d_2^2 + a_2^2d_2^4 - 2d_1^2d_2^2 \log \left( \frac{d_2}{d_1} \right) + 2d_2^2d_1^2 \log \left( \frac{d_1}{d_2} \right)} \\
\end{array} \right\}$$
Note, that only one of the two resulting intersection points is valid, because it lies between the “hills” and can be used to select the feature. In the following we refer to the combined density at the intersection point simply as crossover. As Figure 7 shows, the zero crossing feature (ZC) for the flexor carpi radialis provides the best differentiation, however, overlap still exists. The result can be improved only by adding a carefully selected, additional feature as second dimension.

Figure 5: Combined probability function for two positions and two features.

The surface plot in Figure 5 shows the combined probability function for two hand-positions and two features. The contour plot 6a, reveals a clear separation of the elliptic footprints, which were constructed from the normalized standard deviations. A good approximation of the cross-sectional cut, required to determine the crossover, is shown in Figure 6b. The new standard deviations (d_{c1}, d_{c2}) are derived from the angle \( \phi \) between the centers of the ellipses with the parametric equation:

\[
x = d_1 \cos \phi; \quad y = d_2 \sin \phi; \quad d_{c1} = \frac{d_1^2 + d_2^2 \tan \phi}{d_1^2 \sec \phi^2},
\]

Figure 6: (a) cross sectional contour plot, constructed as baseline for the combined density function in (b).

The Euclidean distance of the points, where the semi minor and semi major axes of the ellipses intersect, serve as new means (acs_1, acs_2).

When more than two positions are to be distinguished, the mutual distance between all the hills should be as large as possible. To determine the optimal combination of features, one must calculate the largest, so called worst-case, crossover for all combinations of features with sensor pairings. The desired combination obviously is the pairing with the lowest value for the worst-case crossover.

At the first glance, this method seems computationally expensive since all combinations must be explored. In fact, only a fraction of the combinations must be considered, since pruning and backtracking reduces the solution space exceptionally well.

Figure 7: Display of four hand-positions over three features and two muscles.
5. Experiments and Results

The Guilin Hills feature selection method was tested with numerous data sets. For data recording, we used four active bipolar skin-surface electrodes and a separate common (ground) electrode, as shown in Figure 8.

![Figure 8: Application of four active bipolar electrodes for data recording and prostheses control.](image)

Each bipolar electrode consists of two stages, an active pickup, with a gain of \( G_1 = 10 \), and an amplifier with a gain of \( G_2 = 20 \) and an active filter with a pass-band window from 70 Hz to 400 Hz. Following the preprocessing stage, the four channels were sampled with a PCIe-6251 Express M Series multifunction dedicated data acquisition board (DDA) from National Instruments. We chose an accuracy of 16 Bit at a sampling rate of 1024 Hz and found this being an ideal setting. The raw data was extracted from a sampling interval of three seconds. In the feature extraction stage, implemented with the Labview Software environment Version 8, also from National Instruments, we extracted the standard time-domain elements: mean absolute value (MAV), root mean square (RMS), waveform length (WL), mean absolute value slope (MAVSLP), Willison amplitude (WAMP), slope-sign changes (SSC), integrated absolute value (IAV), variance of EMG (VARI) and zero crossings (ZC). The extracted elements were then stored as feature files for subsequent processing with the Mathematica 5.2 environment.

For this contribution, we present exemplar results for the selection of two features out of three time-domain elements for two muscles to distinguish four hand-positions. The selected features are suitable for our experimental UniBw-Hand controller, that employs a three-layer neural-net classifier, implemented in Labview [9,10]. The elements chosen for the demonstration are: RMS, WFL and ZC for the flexor carpi radialis and the extensor digitorum.

The root mean square, also known as the quadratic mean, is a statistical measure of the magnitude or strength of the muscle contraction. The RMS for \( N \) samples \( \{x_1, \ldots, x_N\} \) is:

\[
RMS = \sqrt{\frac{1}{N} \sum_{i=1}^{N} x_i^2}.
\]

The waveform length provides information about the frequency range and the amplitude of the signals [5]:

\[
WFL = \sum_{i=1}^{N} |x_i - x_{(i-1)}|
\]

Zero-crossings denote the number of sign-changes along a signal within a predefined time window. The threshold \( S \) is introduced to reduce noise effects. ZC provides information about some frequency related properties [11]. For two consecutive samples \( x_k \) and \( x_{k+1} \), over the whole time frame holds:

\[
ZC = \sum_{k=1}^{N} g_{ZC}(x_k) \quad \text{with} \quad g_{ZC}(x) = \begin{cases} 
1 \text{ if } \text{sgn}(x_k \times x_{k+1}) \land (|x_k - x_{k+1}|) \geq S, \\
0 \text{ otherwise}
\end{cases}
\]

\[
\text{whereby } \quad \text{sgn}(x) = \begin{cases} 
\text{true if } x \geq 0, \\
\text{false otherwise}
\end{cases}
\]

As positions, we have chosen radial flexion, wrist-extension, wrist-flexion, and fist for five reasons: first, all patients can easily perform these motions regardless of their limitation; second, the MES of the three positions and transition motions can be distinguished with only two differential myoelectric sensors and standard classification methods; three, the muscle action relating to a wrist-flexion, a fist and a wrist-extension can be unambiguously related to an end-effector control of close, gripper-force increase and open action; four, the detection of the co-contraction of the two muscles can be employed to, e.g., switch the mode of the end-effector from the grip to a wrist-rotation mode; and last, we have implemented controllers for these positions and can compare the results of the feature set obtained with the Guilin Hills method with previous findings.

After recording of the 24 raw data sets, the features were calculated for each hand-position and the two muscles. Illustration 7 shows, the one-dimensional result graphs for each muscle and feature. As already explained, one feature-dimension is not sufficient because the probability functions overlap. In the following, combinations of features are explored and
distance matrixes calculated. As one such combination consider Figure 9. It shows the normalized surface plot for the combination RMS and WFL with the flexor carpi radialis, labeled as muscle 1. The two hills intersecting in the center of the plot correspond to the positions of wrist-flexion and fist.

Figure 9: Normalized surface plot for the combination RMS1-WFL1.

The large, central hill represents the wrist-flexion rms31-wfl31 and has a large standard deviation. Since the plot is normalized, it appears as a high peak but in reality it is a rather unimpressive mound. To provide a visual clue about the relative height and the standard deviation, the same grid resolution is chosen for all individual mountains. For the rms31-wfl31 the grid is comparatively coarse.

Table 1: RMS1-WFL1 Crossover Matrix

<table>
<thead>
<tr>
<th>Wrist-Extension</th>
<th>Wrist-Extension</th>
<th>Radial-Flexion</th>
<th>RMS1-WFL1</th>
</tr>
</thead>
<tbody>
<tr>
<td>rms31-wfl31</td>
<td></td>
<td>rms41-wfl41</td>
<td>.0201346</td>
</tr>
<tr>
<td>0.25855</td>
<td>4.6172 × 10^-10</td>
<td>rms61-wfl61</td>
<td>.0033685</td>
</tr>
<tr>
<td></td>
<td>.000029509</td>
<td></td>
<td>.00535947</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.0671984</td>
</tr>
</tbody>
</table>

Table 2: Feature Selection Matrix: RMS-WFL-ZC

<table>
<thead>
<tr>
<th>RMS2</th>
<th>WFL1</th>
<th>WFL2</th>
<th>ZC1</th>
<th>ZC2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3952</td>
<td>.258550</td>
<td>.0201346</td>
<td>.00440842</td>
<td>.0210817</td>
</tr>
<tr>
<td>.208677</td>
<td>.0501229</td>
<td>.00391864</td>
<td>.00391293</td>
<td>.00446167</td>
</tr>
<tr>
<td>.0405795</td>
<td>.00352604</td>
<td>.02322640</td>
<td>.00335150</td>
<td>.00453696</td>
</tr>
</tbody>
</table>

The RMS1-WFL1 crossover matrix, in Table 1, shows the wide reaching influence of the wrist-flexion mound. For the RMS1-WFL1 combination, the central situation is clearly reflected by the worst-case crossover of 0.25855. After all crossover matrixes are calculated the worst-case results are combined in the feature selection matrix: RMS-WFL-ZC-42, Table 2.

The minimal crossover of 0.00335150 corresponds to the feature combination ZC1-WFL2. This selection provides the best separation for the four hand-positions when using two sensors. The second best solution, with a worst-case crossover of 0.00352604, corresponds to ZC1-WFL1. This combination requires only a single sensor. The Guilin Hills surface plot for both solutions, ZC1-WFL2 and ZC1-WFL1, is depicted in Figure 10a and 10b.

Figure 10: Normalized results for the selected feature combinations: (a) ZC1-WFL2 and (b) ZC1-WFL1.
6. Conclusions

As already stated in our previous work [7], the main purpose for the development of the UniBw-Hand is to educate new methods and to build a demonstrator that helps patients to be more independent. Since we develop baseline technology, it is left to our industrial partners to evolve medical products with our findings and to commercialize the results. The long-term goal of the UniBw-Hand project is to devise a safe and reliable control system for low-cost hand prostheses. The envisioned system will only require a minimum of MES sensors for grasp, pick and place actions, while allowing for simultaneous rotation of the artificial hand.

Even though many improvements have been suggested for the advancement of artificial hand control, the research in the field remains challenging, in that only few problems have been satisfactorily solved or solutions have been found resulting in affordable solutions for prosthetic products.

In this paper, we present the Guilin Hills feature selection method, which significantly improves the classification of MES signals and can, in some cases, be used to reduce the number of required sensors. Whether a prosthesis control with a minimum number of sensors is practicable, reliable and safe requires extensive tests with a commercial prosthetic device such as a MYOBOCK™ System Electrohand [12] from Otto Bock Healthcare GmbH. These tests are part of the ongoing research.

When working with the presented method, we gave up on solely relying on traditional combinations of features or muscles for the classification of sets of hand-positions. Current results show the potential to use features from fewer, still intact muscles to discern related positions. At this state of the research, it is however unclear how muscle fatigue changes the positions and standard deviations of the probability functions involved.

The preprocessing of the MES and the extraction of features manifested the need for a more advanced technique to remove noise and artifacts from the raw MES. For this reason, future work will include the development of autocorrelation filters embedded in the preprocessing and amplification stage as well as multielectrode-arrays. Major improvements in the MES classification have also been achieved with time-frequency domain features deduced with wavelet-transformation techniques. Efforts will be made to apply the Guilin Hills selection method to features out of the time-frequency domain and in combination with fuzzy-classifiers.
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Abstract

This paper describes a new computer based delivery method of Cognitive Behavioral Therapy for relief of depression or anxiety. Blues Begone combines established psychological principles with a novel implementation that makes depression recovery available to many more people than face-to-face therapy, and without the side effects of drugs. A flexible architecture makes possible significant variation in content without software change.

1. Introduction

Automation has replaced many tasks that have traditionally been performed by humans. It is now accepted in many disciplines to have some of the mental labor done by computers.

One area that so far has been scarcely impacted by growth in computing has been psychological treatment. No doubt there have been good reasons for this. Perhaps the human mind was considered too complex and delicate for therapeutic contact with software. Some twenty-five years ago a toy therapist program was given a great deal of publicity, and some observers ascribed a great deal more intelligence to Eliza than it (she) actually deserved. [1] Another obstacle may have been the popular picture of a psychotherapist analyzing a patient for weekly sessions over a period of many years [2]. Perhaps psychologists were not able to formally describe their methods to a degree that would allow software engineers to imitate them. And then there is the problem of patient acceptance. Special significance has always been attached to the interaction of a patient with another human being who cares [3].

Some useful advances have been made quite recently that have begun to change the landscape for computer based psychotherapy. Contrary to the expectation that human interaction was necessary for psychological progress, studies on reading self-help books have shown that depression and anxiety can be alleviated by reading certain kinds of books [4]. Another important advance in psychotherapy itself was the introduction of Cognitive Behavioral Therapy (CBT) [5]. CBT did not require many months of patient “analysis.” On the contrary, many people could be helped significantly in a dozen or fewer sessions [6]. CBT does not require the detailed review of a patient’s history, but can work effectively by means of a scheme of information and exercises. In fact, CBT practitioners often describe their approach by representing the human brain as a computer.

2. Cognitive Behavioral Therapy

The core concept of CBT is that, for example, unpleasant feelings of depression are preceded by thoughts that trigger the unpleasant feelings, and that the thoughts themselves are triggered by a situation or event. CBT recognizes that the initial thought may not be completely valid, and thus the consequent feeling is inappropriate to the situation or event. The unpleasant feeling associated with, for example, depression, can be relieved by recognizing the distortion in the triggering thought and correcting it. Skill in recognizing and correcting damaged thoughts can be gained by learning about the process and by practicing its application. When we describe CBT therapeutic approach in these terms, it becomes clear that a computer can be used to facilitate the relevant education and practice.

A few early products have now appeared that support this automation. The first major application was Beating the Blues from Ultrasis [7]. This is a multimedia application. So far, it has been applied in British National Health Service clinical settings. Patients visit a central location once a week where they work on the computer for about an hour. A human assistant is available to help with matters like logging on and using the package. Positive outcome data has been reported, and as a consequence, the British National Institute for Clinical Excellence (NICE) has recommended computerized CBT [8].

Some other products applying CBT have become available, including for example, Cope [9] and Overcoming Depression [10].
3. The problem of depression

Depression is a major health problem. The World Health Organization (WHO) estimates that depression is the largest cause of disability in the world, and the fourth largest burden of disease [11]. In the United States it is estimated that around 10 percent of the population suffer from depression in any year [12]. Most depression remains untreated, resulting in poor quality of life. A majority of people do not in fact seek treatment because of unavailability of treatment resources, social stigma associated with mental health problems, failure to recognize that depression can be treated, or the high cost of psychological treatment.

We developed Blues Begone as a means of alleviating some of these deficiencies.

4. Architectural Approach

From the problem statement above we can deduce a set of high-level design requirements.

- Accessibility for wide range of people (including people not especially computer-savvy)
- Use of established CBT principles
- Confidentiality/privacy
- Low cost
- Measure degree of depression, and track progress
- Organized educational materials
- Practice at recognizing and correcting faulty thinking

The kind of attention to detail and rigor required in software development are in tension with the emotional focus and concern with human problems needed by a psychotherapist. We should anticipate a major challenge in operationalizing the human to human interface, eliciting requirements and validating a design. In our case, Blues Begone was developed by a pair of brothers: one a practicing psychologist, the other a system and software engineer. This teaming arrangement made feasible what otherwise might well have been simply too difficult.

Our first two prototypes were rejected. The first prototype tried to make the computer look like a therapist, superficially based on the Eliza model. While this attempt was helpful in discovering some of the data structures needed to capture relevant user information and relate it to necessary questions, the complexity and required vocabulary simply became too heavy. Nor could we be even sure that it would ever work.

The second prototype did not have a satisfactory user interface and was not sufficiently flexible.

We accepted the basic approach of the third prototype, although we made major changes and additions during development. For example, we did not initially plan to use synthetic voices, but rather to use video clips with actors. The decision to change was driven by cost, lead-time and inflexibility. In order to make a content change, it was necessary to bring together the same actors and re-film. It was much more cost-effective to change the content in a text file. Although speech recognition is included in the design, we found that user calibration was too difficult for many users in our population.

5. Architectural Issues

Conceptually, the therapeutic process is a feedback control loop, as shown in Figure 1. The therapist evaluates the client, decides on a course of treatment and begins to apply it. As the therapy proceeds, new information may result in a modification of the treatment regimen. This appears to be a simple feedback control loop. In practice there is considerable noise in measurement of the control error.

In Blues Begone, the primary control error is the score obtained using a depression measurement instrument. The instrument we use is called the Purves Depression Questionnaire (PDQ).

![Figure 1 Functional Architecture](image-url)
quantitative definition [13], but any measurement must be compatible with it. Prior art used paper-based instruments including, for example, the Beck Depression Inventory (BDI-II) [14] and the CES-D [15]. In an early development phase we ran a group of 39 graduate students through the PDQ, BDI-II and CES-D, obtaining correlations with those instruments of 0.81 and 0.78 respectively. The correlation between BDI-II and CES-D was 0.70. Since measurement of depression is a hypothetical construct, we can conclude from these correlations and the relationship of its questions to the APA definition that the PDQ is measuring the right kinds of factors.

In addition to measuring degree of depression, the initial use of the PDQ includes some questions that deal with particular ancillary factors like alcohol or drug use, bereavement, self-esteem, etc. The combination of personal demographic data, PDQ score and additional answers give Blues Begone enough data to prepare an initial Roadmap to Recovery.

At base, Blues Begone includes a collection of 30 episodes. Each episode is not rigidly specified but rather is defined in terms of a scripting language. The scripts accommodate contingencies to respond to PDQ answers, and permit tailoring of the program as it appears to a user. After completion of the first PDQ, the scripts for each episode are executed, and the corresponding initial Roadmap to Recovery is computed. An illustrative fragment of a recovery roadmap is shown in Figure 2.

As the user proceeds through the roadmap of thirty episodes, the content is likely to be further modified to reflect observed need. User data is maintained in an encrypted database.

6. Building Blocks

Each object in the roadmap is one of the following kinds:

6.1 Information Unit

This is actually an HTML document, however it is retrieved strictly from the operations disk using a dedicated browser that appears on the Blues Begone desktop without recourse to the internet. We do it this way so that users do not need to be concerned about the possibility that data they enter may somehow be visible to others. Blues Begone includes about 90 of these Information Units. Usually they include a variety of illustrative cartoons. So far they do not include active content to avoid collisions with the user security apparatus.

6.2 Task

Tasks are very specific exercises aimed at giving the user practice in detecting or correcting the kinds of errors in thinking that lead to depression or anxiety.

Each task is unique and individually coded. Blues Begone includes about 30 of these.

6.3 Talking Head

A Talking Head consists of a cartoon head with multiple mouth and eye arrangements synchronized with a speech synthesizer. We use synthetic voices compatible with the SAPI 5 [16] standard. SAPI 5 allows the speech engine to generate events on word, viseme and utterance boundaries, so that the head can,
for example, match mouth shape to the sound currently being made. The text to be spoken is in the form of an XML document that passes through a pre-processor before being sent to the speech engine. The pre-processor replaces tags with things like the user’s name, time-of-day-aware greetings, PDQ score, etc. Talking Heads can bring up other tasks, Information Units or Cartoons. One application uses a Talking Head to narrate a set of charts as they are cycled under script control. This flexibility means that the Talking Head can be quite personal and context aware in talking to the user. The speech script allows one particular talking head to be replaced by another during the speech. Blues Begone has a repertoire of three cartoon male heads (two of which look vaguely like the authors) and two female ones. While the Talking Head talks, the text being spoken is shown below the head cartoon. Blues Begone includes about 60 Talking Heads.

6.4 Conversation

A conversation is like two Talking Heads side by side carrying on a conversation with one another. Usually this is a conversation between a (fictional) therapist and a (fictional) client. Again, the underlying definition is an XML document with run time resolution of tags. Figure 4 shows a view of conversation heads (they look a little bit like the authors).

6.5 Cartoon

Blues Begone makes extensive use of static illustrative cartoons and animations. About 60 are included. Figure 5 shows a typical cartoon.

6.6 Case Study

A Case Study is a collection of a small number of the roadmap object types around a common theme. They are generally used to follow the progress of an (initially) depressed person. Case Studies are also represented by XML documents. Blues Begone includes six complete Case Studies.

6.7 Additional Items

Each episode in Blues Begone includes a hint (information on how to effectively use the program), a tip (suggestion on something that is likely to improve mood) and a joke (that most users do not find funny. The challenge is to find jokes that amuse everybody, but offend nobody.)

Some aspects of the program are adjusted based on religious inclinations. A person’s faith can be a strong factor in recovery.

Blues Begone frequently offers context-dependent encouragement and feedback.

A user may be assigned homework to do outside time with the computer. Blues Begone arranges a follow up date, and checks on the user’s progress when the homework is due.

From time to time, Blues Begone generates surprises.

7. Packaging and Delivery

The Blues Begone installation is about 1 gigabyte, and so a little too large for direct downloading over
the public Internet. The Blues Begone Personal Edition consists of a 2 CD set: one CD for software installation, the other a resource CD that must be present for the software to function. An institutional version allows a large number of users to work on a single computer. A corporate version allows unlimited downloads and installations from an intranet site, and does not require a resource CD to be present for use.

8. Validation

Blues Begone has the intended purpose of helping people recover from depression in a private, anonymous situation. The corresponding validation questions are:

- Do users in fact show a reduction in depression and anxiety?
- Will users actually apply themselves to using Blues Begone without the personal contact of a human therapist?

We do not yet have statistical data to answer the first question, and have only qualitative data from independent interviews of users for the second. An interesting picture emerges from the qualitative interviews. Users describe a “virtual” relationship they develop with Blues Begone and its animated heads. An interesting tension begins to emerge depending on how we view the therapeutic process. If we think of the therapeutic tool like a drug, and apply its life cycle, then the sequence is; develop, test through rigorous trial, obtain approval, then freeze. By its nature this life cycle is opposed to the concept of continuous quality improvement.

9. Future Work

Some clinical trials are presently under way with depressed users. These trials will yield efficacy data. Computing technology is always marching on. A product that works satisfactorily now is likely to have problems with future updates of operating systems, hardware and user expectation. We plan to update the design to make it a genuinely generic self-help engine having a highly data driven therapeutic content.

10. Concluding Comments

Blues Begone is an innovation in delivering self-help to people suffering from depression and anxiety.
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Abstract

In this paper, a hybrid view application is proposed — a subsystem of a computerized laparoscopic surgery training system. To minimize the potential hazards of laparoscopic surgery, an assistive training system is being developed. A digital camera and magnetic position sensors are used to detect laparoscopic instruments in the system. The hybrid view is a component of this system which overlays the positions of organs and objects with the path history of the instruments. This method could help confirm erroneous movements made by surgeons and provide more useful information than separate sensors. This may minimize the cognitive overload on the surgeons. Initial experimental results are presented to show the feasibility of the proposed method.

1 Introduction

Laparoscopic surgery is performed with an endoscope and several long, thin instruments through small incisions. Due to its minimally invasive nature, laparoscopic surgery offers advantages such as shorter recovery time and reduced pain compared with traditional methods. However, inexperienced surgeons often lack a correct perception of an instrument’s position due to a restricted vision field, hand-eye coordination problems, limited work space and the lack of tactile sensation. Those issues make laparoscopic surgery a difficult skill for medical students and residents to master.

There has been some research on the effectiveness of different kinds of training and guidance. Traditional surgical training methods such as using animals and cadavers have limitations because animals do not have the same anatomy as a human being and cadavers can not provide correct physiological responses. Surgery simulation is increasingly perceived as a valuable addition to traditional medical training. According to [3], laparoscopic training translates into approximately 30-35% more efficiency as measured by operative time and decreased complication rates compared to a control group not receiving simulation training.

One representative simulation tool-set is called the Pelvi-trainer [4]. It is a box that simulates the abdomen, with apertures for the insertion of instruments and camera. Trainees use real instruments to practice basic skills by manipulating objects or interacting with artificial tissue and anatomical models, using a video display for visualization. The main limitation of this approach is the absence of objective performance assessment, a feature available in some Virtual Reality (VR) systems, which use computer to simulate the whole training procedure. Hamilton [5] reports that speed was the only end-point measured within the pelvi-trainer while the virtual reality (VR) simulator reports error for each task performance [6]. Limitation of the VR simulations include inadequate realism of the virtual environment, inaccurate haptic feedback and the exorbitantly high cost of these systems.

Our vision for the proposed Virtual Assistant Surgical Training (VAST) system [1] is to bridge the gap between pelvi-trainers and VR systems, combining the advantages of both approaches to design a system that is simple and effective. We propose a knowledge-based sensor system to provide training prior to surgery and assistance during surgery. Our design features the embedding of micro-sensors into the instruments employed for simulation training. The detection and recording of instrument movement permits our system not only to measure a trainee’s progress in acquiring psychomotor skills and compare these data to normative databases, but also to evaluate instrument effectiveness in reducing error. From a training perspective, the sensor-based system tracks and returns information on various performance metrics such as position and velocity of instruments, total path length of motion, erratic movements, time taken, number of attempts, dexterity, etc.

Fig. 1 contrasts the Knowledge-based VAST System with the traditional approach. In the VAST system, the sur-
geon acts upon the patient or simulator through instruments and receives visual and force feedback from the supervisor both in the operating room and training settings. The supervisor represents the sensing interface and the knowledge-based computer system. It consists of a sensor fusion engine at the front-end and a knowledge-based inference system at the back-end. In this paper, we discuss the issues related to the sensors.

![Figure 1. VAST system](image)

A prototype system is being developed which is capable of high-fidelity motion tracking of surgical instruments and basic performance assessment analysis. To our knowledge, this is the first approach that uses different kinds of sensors to assist in accurate tracking of instruments’ positions and movements. The system fuses data from sensors and provides information to surgeons. To enable the data to be correctly understood, the various sensor outputs must be fused to provide a single representation.

Two kinds of sensors are implemented within the training system, a CCD camera and magnetic kinematics sensors. The Hybrid View, shown in the Fig. 2, which overlays the positions of organs and objects with the path history of the instruments, is one of the components of the VAST system. Immediate visual feedback obtained from the hybrid view helps surgeons check and evaluate the entire training process to minimize potential hazards, identify problem areas and find solutions.

For successful surgery, the laparoscopic camera should be moved from time to time to adjust the view of the surgical site. How to maintain data integrity during camera movement is the key issue of the hybrid view. Some researchers track the instruments’ position using image analysis [2]. However, reliability is questionable because image analysis is highly related to the lighting conditions and attitude of the instruments. This can also make the tracking results discontinuous. For example, if the instrument is blocked by tissue or blood, vision tracking is unavailable. On the other hand, magnetic sensors can provide continuously accurate 3D position information on the instrument but lack the mapping relationship between the 3D space and 2D image. In order to solve the issue without more specialized hardware, a multi-level processing method was used.

In the remainder of the paper, we discuss our proposed approach in more detail. In section 2, the hybrid view generation system is presented in detail. In Section 3, several experiments are described must prove the feasibility of the proposed method. Section 4 is the conclusion.

### 2 System Design

#### 2.1 System Architecture

In our application, shown in Fig. 3, a system with three processing levels generates the hybrid view.

The sources of information which include different kinds of sensors and knowledge database, are indicated on the left side of Fig. 3. A CCD camera and *microBIRD*® 6-DOF magnetic kinematics sensor are used in our application [7]. The CCD camera is connected to an endoscope which provides live image of the operating site. The kinematics sensing system includes a magnetic field transmitter, two position sensors (1.3mm in diameter) which can be mounted on the tip of the laparoscopic instruments and a PCI interface data processing card. The transmitter remains fixed to pro-

![Figure 2. Hybrid View Sketch Map](image)

![Figure 3. Hybrid View Generating System Framework](image)
provide a Cartesian frame of reference for position tracking.

The right side of the figure shows the system interface. The interface consists of a subsystem interface and a human computer interface (HCI). The subsystem interface exchanges information with the VAST system and the HCI allows a human operator to input commands and get information from the generator. A hybrid view will be output through the HCI so that it can be watched by surgeons. The hybrid data will also be sent to the inference module of VAST through the subsystem interface. Therefore, further evaluation and feedback can be made. In a training setting, the trainee is required to repeat the motion within the safety bounds until a motion rule check passes. This enforced learning process should help the trainee master the necessary skills.

Three processing levels are shown in the system architecture. The first level is Source Preprocessing, which synchronizes the information flow from different sensors and distributes data to appropriate processes. The second processing level is Coordinate Normalization, which transforms sensor data into a consistent set of coordinates and estimates the position and kinematics of the instruments. In the third processing level, Data Overlay, data are fused together so the hybrid view can be generated. Detailed design information is provided below.

### 2.2 Level 1: Source Preprocessing

Source Preprocessing is the first level of the hierarchical processing model, which guarantees the synchronization of different data sources. Because the overall objective is generating the correct instrument track over the operating site, the camera drives this process. When a new frame is captured by the camera, the Source Preprocessing level forces the microBIRD sensor to obtain the corresponding 3D coordinates of the instruments and to distribute the data to the next processing levels.

Image filters are applied for noise elimination. A median filter is used to minimize the noise because it reduces the effect of unrepresentative pixels with almost no degradation to the underlying image.

Color segmentation method is used to finish the image preprocessing. Before color segmentation, a color cluster training process [11] is necessary. First, a color that does not appear within typical laparoscopic images is chosen to mark the instrument. Then an image of the color-marked instrument will be taken under real working light conditions. The mark on the instrument can then be outlined manually to provide a color cluster of the mark within the RGB color space.

During the working period, all pixels within the image are distinguished by color segmentation. Each pixel whose RGB value falls within the pre-training color cluster will be treated as one element of instrument area set $I$. Therefore, the color image can be converted into a binary data matrix which distinguishes the exact pixels of instruments. Each pixel in the image is mapped to the correspondent position of the data matrix.

### 2.3 Level 2: Coordinate Normalization

If there are no abnormal signals from the Source Preprocessing level, level 2 — Coordinate Normalization will do further processing. This level transforms sensor data into a consistent set of coordinates and estimates the position and kinematics of the instruments.

Before an operation, a rule module is applied to infer the information sent through the previous processing level. Sample rules are shown here:

- if microBIRD sensor data are incorrect
  then refinement to kinematics sensor data is disabled.
- if image data are incorrect
  then refinement to camera data is disabled.
- if both kinds of sensor data are incorrect
  then cancel the current working cycle.

The purpose of the module is to synchronize the functional modules according to the source data. Only the validated sensor data can be used for further processing.

#### 2.3.1 Coordinate transformation of the kinematics sensors

The intent of the data fusion system is to generate a consistent Hybrid View, so transforming the sensory data into the image coordinates is an necessary procedure. Camera calibration is the first step when trying to map 3D information to a 2D image taken by a camera.

In order to provide real time computing ability, a simple linear mapping algorithm called Direct Linear Transformation (DLT) is implemented, which uses a linear camera model to extract pixel coordinates from the 3D data. The DLT mapping function can be expressed as equation 1:

$$
\begin{align*}
    u &= \frac{L_1X_w + L_2Y_w + L_3Z_w + L_4}{L_0X_w + L_10Y_w + L_11Z_w + 1} \\
    v &= \frac{L_5X_w + L_6Y_w + L_7Z_w + L_8}{L_9X_w + L_10Y_w + L_11Z_w + 1}
\end{align*}
$$

Where $L_1 \ldots L_{11}$ are the parameters of transformation, which are the combination of the camera is intrinsic and extrinsic parameters. $(X_w, Y_w, Z_w)$ is the 3D space coordinate, and the $(u, v)$ is 2D image pixel. This equation can be solved by the least-square algorithm [8].

The drawback of DLT is that the calibration method cannot adapt to camera movements during the operation. To
solve this issue, we need to modify the camera parameters in real time.

Because intrinsic parameters will not change when the camera moves, our approach was to modify the extrinsic parameters only. A virtual camera algorithm is applied as follows:

Assume the camera is fixed in a specific position, after the calibration. An isomorphic mapping function can be built as follows: 2:

\[
\lambda \begin{pmatrix} u \\ v \\ 1 \end{pmatrix} = f(X_c) = f\left( \begin{pmatrix} x_c \\ y_c \\ z_c \end{pmatrix} \right) \tag{2}
\]

Where \( u, v \) are the pixel coordinates in image plane and \( x_c, y_c, z_c \) are the 3d point coordinates in world system, which is called \( S_c \). \( X_c \) is the expended vector \((x_c, y_c, z_c, 1)^T\).

When the camera moves, the world system \( S_c \) will not move, so there exists a transform matrix \( M \), which indicates the position and orientation of the camera movement. The mapping function is:

\[ X_c' = M \cdot X_c \tag{3} \]

The original mapping function in 2 can be used. However, the point \( X_c \) has been transformed into a new coordinate \( X_c' \) within the new world system. So the point \( X_c' \) will be mapped to a new pixel \( P' = (u', v') \) as below:

\[
\lambda \begin{pmatrix} u' \\ v' \\ 1 \end{pmatrix} = f(X_c') = f(M \cdot X_c) \tag{4}
\]

From equation 4, we can confirm that the camera calibration parameters \( L \) need not be modified any more. We only need to continuously refresh the transformation matrix \( M \) so that it can express the transform relationship. In the next processing level, a detailed solution for refreshing the transformation matrix is described, which relates to image analysis.

### 2.3.2 Coordinate transformation of the camera data

The image data matrix sent from the Source Preprocessing level is a 2D binary data set that indicates the result of color segmentation. The position of the instrument must be acquired from the image data. The center of mass is used to indicate the instrument’s position. Within the binary image, the center of mass can be calculated according to equation 5:

\[ P = \frac{1}{M} \sum m_i r_i \tag{5} \]

Where \( M \) is the sum of the particle pixels; \( r_i \) is the position of the \( i \)th pixel, which is the distance from the pixel to the origin of the image; \( m_i \) is the value of the \( i \)th pixel; \( P \) is the center of mass.

### 2.4 Level 3: Data Overlay

The purpose of the Data Overlay level is to generate the hybrid view from different data sources.

As we previously mentioned, the transformation matrix \( M \) is used to indicate the shift and rotation of the camera. \( M \) is set to a unit matrix when the system is initialized since there is no camera movement. When the camera is moved according to surgical need, the matrix must be refreshed in real time.

If the 3D coordinates and the corresponding 2D pixels are known, the only unknown of the equations \( e:transform9 \) is the \( M \), which consists of 6 moving parameters of the camera: \((x, y, z, \theta_{pitch}, \theta_{yaw}, \theta_{roll})\). These points, with known 3D to 2D mapping relationship are called reference points. Thus, when the camera moves, the first three reference points can be used to generate equations of \( M \). The Newton method is used to solve the nonlinear equations. It is easily implemented in the system without any significant computational power consumption.

According to the feature of DLT, the matrix obtained from the above algorithm can only fit a small area close to the current position of the instruments. Therefore, the matrix needs to be modified continuously even when the camera is fixed. In order to efficiently modify the transformation matrix, the error \( E \) is defined as below:

\[ E := (\Delta u, \Delta v) = (u - u', v - v') \tag{6} \]

Where \((u, v)\) is the pixel position got from image analysis and \((u', v')\) is the pixel got from 3D to 2D mapping. \( E \) is the vector indicating the difference between 2 separate data sources. The modification rule is indicated in formula 7.

\[
\text{if } \sum |E| > T_E \text{ then refresh}
\text{else continue} \tag{7}
\]

Where \( T_E \) is the threshold of accumulated error, and \( \sum E \) is the integration of errors, which can eliminate random noise and calculation inaccuracy.

After obtaining the transformation matrix of the 3D to 2D mapping, the hybrid view is generated. At the beginning, information sent from the lower processing level is analyzed by the knowledge based engine. If no data are available, the current fusion cycle will be ignored and nothing will be generated. If only one data source is verified, the tracks will be generated according to the one source. Otherwise, the camera data is used to draw the hybrid view; at the same time, data from both sources are used to refresh the 3D to 2D transformation matrix. The flow chart is shown in Fig. 4.
3 Experiment

To evaluate the proposed method, several experiments have been conducted. We will describe the camera calibration, image analysis and the 3D-2D transformation results separately in this section.

3.1 Camera calibration

Camera calibration is the first step of the hybrid view fusion process. In our application, DLT is used to obtain the camera parameters. To acquire the camera parameter vector $L$, a calibration testing board is applied. The calibration board contains a rectangular coordinate network of $1 \times 1$ inch in size with one inch margins. Thus the 3D coordinates in the world space and the corresponding 2D pixels can be determined easily.

The experiment process is described below:

- Fix the camera and calibration board in the space.
- Capture a picture of the calibration board by the camera.
- Determine $n(n>6)$ pixels, as shown in Fig 5.
- Determine the related 3D points coordinates.
- Calculate the calibration parameters $L$.

Table 1 shows the calibration error. The accuracy is high enough and sufficient for the hybrid view application.

3.2 Image analysis

The image analysis experiment is shown in Fig. 6:

The left picture is the image captured from the camera. Our aim is to determine the position of the color mark area.

![Figure 5. Camera Calibration Board](image)

![Figure 6. Image Analysis](image)

<table>
<thead>
<tr>
<th>3D coordinate (mm)</th>
<th>2D (pixel)</th>
<th>3D-2D map (pixel)</th>
<th>error (pixel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(7.18,-10.16,7.18)</td>
<td>(495,430)</td>
<td>(496.4,431.2)</td>
<td>1.8411</td>
</tr>
<tr>
<td>(5.39,-20.32,5.39)</td>
<td>(447,162)</td>
<td>(446.7,161.7)</td>
<td>0.4036</td>
</tr>
<tr>
<td>(3.59,-10.16,3.59)</td>
<td>(419,441)</td>
<td>(417.9,441.2)</td>
<td>1.1608</td>
</tr>
<tr>
<td>(0.00,-20.32,0.00)</td>
<td>(306,117)</td>
<td>(305.3,118.5)</td>
<td>1.6611</td>
</tr>
<tr>
<td>(-1.80,-10.16,-1.80)</td>
<td>(251,464)</td>
<td>(251.0,462.4)</td>
<td>1.6467</td>
</tr>
<tr>
<td>(-3.59,-20.32,-3.59)</td>
<td>(168,77)</td>
<td>(170.1,77.2)</td>
<td>2.0993</td>
</tr>
<tr>
<td>(-5.39,-10.16,-5.39)</td>
<td>(84,479)</td>
<td>(84.0,483.5)</td>
<td>4.5198</td>
</tr>
</tbody>
</table>

![Figure 4. Hybrid view generation flow chart](image)
The middle picture shows the binary image after color segmentation (the red color mark has been segmented well). The right picture is the result of mass point calculation. The green cross indicates the mass point of the color mark.

### 3.3 3D to 2D transformation

3D-2D transformation is the most complex part within the system. It is also the most important part. The calibration board is used to show the feasibility of the algorithm described above. The experiment is set up as follows:

- Capture a picture at position 1.
- Calculate camera parameters $L$ according to the reference points.
- Move camera to position 2 and capture a new picture.
- Calculate a transfer matrix using 3 reference points.
- Calculate pixels from 3D space according to camera parameters and transferring matrix.

The diagram in Fig. 7 shows the experiment process. Two pictures captured by the same camera in two different positions are shown. The geometric relations between the camera and calibration board are shown at the bottom of the picture. The camera takes the first picture at position 1, then moves to position 2. During the experiment, the calibration board is fixed, so the 3D coordinates of the reference points will not change. Three reference points are chosen in the second picture to calculate the transformation matrix. After the calculation, a virtual path in the left picture is mapped to the right picture. Although they are the same points in 3D space, due to the movement of the camera, the hybrid paths are different. This is the reason we use the hybrid view, which correctly describes the 3D to 2D mapping relationships.

The reasons for the errors are twofold: one is the calibration method itself, the other is the transfer matrix. We use a linear transformation method to describe the mapping function which discards the nonlinear distortion of the lens, thus errors are unavoidable. The transformation matrix is acquired by the Newton method, which is a nonlinear optimization method, not an exact solution. According to the error diagram in Fig. 9, the points near the reference points are more accurate than the points more distant. Therefore, we need to refresh the 3D-2D transformation matrix frequently.

In the VAST system, the microBIRD sensor is used to in place of the calibration board for acquiring the 3D space coordinates. All the other operations are the same as the experiments described above.

### 4 Conclusion

In this paper, a novel method of the realizing a hybrid view within a virtual, assistive surgical training system has been presented. The hybrid view, which is a subsystem of a computerized laparoscopic surgery training system, helps
confirm the erroneous movements without more expensive sensors while reducing the complexity of the system. In the proposed method, we use a multi-level processing model to describe the architecture of the system. Intensity information of the image analysis, 3D space Euclidean transformation, and digital camera calibration methods have been presented. Experimental results demonstrate the feasibility of the proposed methods. Further advances need to be made to provide three dimensional vision through a stereo endoscope and haptic information from the tip of the instruments. Currently, we are testing the system with medical students and residents.
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Abstract

Today, many software-based, reactive systems offer a multitude of functionality. One way to master the development of such a system is to model its functionality on an abstract level and derive a system architecture and an implementation out of this functionality model. In this paper, we present an approach to model the functionality by means of related, interacting services. For us, a service represents an single functionality of a system. The concept of services is used in two consecutive model layers with well-defined semantics leading from a black-box description of the system to a white-box model which consists of communicating services. Due to the precise semantics of a service and the interaction of services, the service models can be directly refined to a logical component architecture which in turn integrates into the development of a concrete implementation of the overall system.

1 Introduction

Today, many software-intensive systems provide a wide range of functionality, i.e. they offer a variety of different, user-observable functions. We call such systems multi-functional. For us, a multi-functional system is any reactive system which offers a set of different functions and combines them into a single system in consideration of their mutual dependencies. Thereby, the functionality of the overall system exhibits a surplus value compared to the set of individual functions. With functionality we mean the characteristic, observable behavior of a system, or more precisely its reaction (outputs) to certain inputs.

The property of multi-functionality spans various application domains such as telecommunication, avionics or automotive. Here for example, the functionality offered by an automobile has been increasing rapidly during the last decades, having reached a state where a modern premium class automobile has advanced to be a highly versatile multi-functional system. Today, the system functionality is mainly realized by software. Certainly, the efficient development of software for such complex, multi-functional systems requires special techniques and methods.

Addressing this trend, we introduce an approach to model a multi-functional system during the early phases of a model-based development process by means of two integrated service models. The service models capture the pure functionality of the system in a formal way and are the basis for further, more detailed architecture models, such as e.g. a logical component architecture. In particular, they establish a formal relation between functional requirements and architecture models. In both service models the concept of a service is used to independently model single functionalities of the system which are related and combined to form the overall system behavior.

We call the upper, more abstract model the Service Diagram. It gives a structured view of the overall functionality offered by the system as a hierarchy of all services directly observable by the user/environment. Subsequently, the Service Diagram is refined into a consecutive, less abstract model, the so-called Service Network. It gives a more detailed view on the system, by now considering the interaction between the identified services. Together with the Service Diagram, the Service Network provides the basis for the construction of the Logical Architecture.

The rest of this paper is organized as follows: In Section 2 we briefly introduce an example of a multi-functional system, which will be used throughout the rest of the paper to illustrate the suggested concepts. Section 3 presents current issues in the modeling of multi-functional systems and motivates the presented techniques. In Section 4 we introduce
and briefly define the basic concepts such as the idea of a service and motivate their relevance for the use as means of describing the functionality of multi-functional systems. Section 5 can be seen as the core of the paper, since here, we describe how the basic concepts should be applied in order to formally capture the functionality of a system. In particular, we describe the two service models as well as the model of the logical components. Finally, we compare our models with related approaches in Section 6 before we conclude the paper in Section 7 together with an outline how to integrate the concepts in our future work.

2 Running Example

The introduced techniques and models will be illustrated by the example of a door control unit (DCU) [13]. Since in a modern premium class car the whole functionality offered by the DCU is exclusively software based, it gives a realistic example of a multi-functional system with clear distinguishable sub-functionalities. In the following, we briefly describe the functionality of the DCU.

The DCU controls several comfort features of a car, such as adjustment of the power front seats, memory functionality, seat heating, door lock, power windows, interior lighting, and the adjustment of the outside mirrors.

The DCU provides a physical user interface consisting of several buttons and switches mainly located in the front and back door lining. The functionalities are as expected, e.g. adjusting the seat in its horizontal and vertical axis, changing the angle of the seat back and the extension of the head restraint, opening and closing the windows, saving the positions of the seat, mirrors and steering wheel, turning on the seat heating and changing its degree of intensity, and adjusting the vertical and horizontal angle of the outside mirrors and turning on/off the mirror heating.

Dependencies between different functions and other relevant details will be described at the appropriate places.

3 Contributions

In general, the software engineering process and the respective methods for the development of complex, multi-functional systems has not reached a stage yet which satisfies the current needs of the industry. This makes the development of such systems a challenge which requires special techniques and methods. With the models and concepts described in this paper we address the following issues concerning the development of complex multi-functional systems.

During the early phases of a model-based development process, i.e. during the transition from requirements to architecture models, an open issue is at what level to start with a formal description. In practice today, functional requirements are not precisely formulated. The usual approaches to modeling requirements or the functionality offered by a system are use case diagrams [14] or feature models [15] which both lack a precise semantics [8] in general.

In contrast to a pure informal approach, we introduce a formal model with a well-defined semantics for describing the functionality already at an early stage of the development process. This has several advantages: Firstly, a formal model which formalizes (functional) requirements allows an automatic analysis of the system already in the early phases of the development process. By this, discrepancies between conflicting functionalities can be detected and resolved. Secondly, a formal model can be simulated – in the case of the service models with the CASE-tool AutoFocus [21] – which is a valuable property for industrial application.

The increasing complexity of multi-functional systems requires to design a system in a modular fashion by splitting up the system into an appropriate set of different sub-functions and generating the overall system as a combination of these. This implies to model sub-functionalities independently and to compose/combine them adequately afterwards in order to form the overall system behavior. In both our models we realize a modular, independent specification of (sub-) functions by means of modular services. A single service can consist of several sub-services with the meaning that a service aggregates the functionalities expressed by its sub-services. On the one hand, this allows a great freedom in the specification of an individual service, but on the other, it results in a structured hierarchy of services which forms a single service representing the overall functionality of the system.

Concerning the development process a system will be modeled at different levels of abstraction in a way that each level gives a more or less abstract view of the system. The fact that both models are based on the same notion of a service facilitates the transition from the Service Diagram to the Service Network. Thus, both service models integrate seamlessly at the top of such a model chain closing the formal gap in a model-based development process. In particular, they provide the basis for a formal transition from (functional) requirements to architecture design which currently is not well supported by formalisms.

The abstraction level where a system is seen only according to its functionality is an appropriate place to realize changes due to an evolution of the system. Every functionality modularly modeled here can be traced to a set of implementation entities (such as components) in subsequent models, which means that changes in the service models can easily be propagated in subsequent models. Thus, the service models represent a suitable abstraction level with a high re-use potential.
4 Service Theory

Before we describe the service layers in detail in Section 5 we introduce the necessary basics in this section. The following definitions and ideas are based on the Service Theory [3] introduced by Broy which itself is based on the FOCUS theory [5] for the specification of interactive systems. Since the FOCUS theory assigns a precise semantics to each of its concepts, it is a suitable basis for the ideas introduced in this paper.

We use the concept of services to capture, structure and relate the functionality offered by a system. So far, this is similar to feature-based approaches (see Section 6), but in contrast to a feature a service has a precise semantics defined by its input/output behavior.

Basically, a service is based on the idea of timed data streams which are used to model the interaction of a service by describing the communication with its environment. Intuitively, a timed (data) stream can be thought of as a chronologically ordered (finite or infinite) sequence of data messages. Given a set \( M \) of data messages, we denote a timed stream of elements from \( M \) by a function \( s : \mathbb{N} \to M \). We assume a model of time consisting of an infinite sequence of time intervals of equal length. In each time interval only one message can be transmitted. Such streams can be used to represent histories of communications of data messages transmitted within a time frame. For each time interval \( t \in \mathbb{N} \), \( s(t) \) denotes the message communicated within the time interval \( t \).

Every service provides a syntactic service interface and a behavioral semantics. The syntactic interface of a service is given by the set of all typed ports of the service. We write \( I \rightarrow O \) to denote the service interface, where \( I \) is the set of input ports and \( O \) the set of output ports respectively. With every port we associate a stream representing the message history of this port. Given a service \( S \) with syntactic interface \( I \rightarrow O \) for each port \( p \in I \cup O \) and all time intervals \( t \in \mathbb{N} \), the term \( S[p](t) \) denotes the message communicated via the port \( p \) within the time interval \( t \). Note that a service can interact with its environment exclusively via its ports.

The behavioral semantics of a service \( S \) with syntactic interface \( I \rightarrow O \) is precisely characterized by a partially defined (stream-processing) function mapping streams of messages received on the input ports \( q \in I \) to streams of corresponding messages on the output ports \( p \in O \). With "partially defined" we mean that a service does not always have to return a well-defined output, i.e. the stream-processing function, which characterizes the behavior of the service, does not have to be defined for all possible inputs. With \( \text{Dom}(S) \) we denote the set of input streams of the service \( S \) which have defined outputs.

Services can be connected through channels. The idea is that a directed channel \((p, q)\) between two ports \( p \) and \( q \) represents a connection between two services \( S_1 \) and \( S_2 \) with compatible\(^1\) service interfaces \( I_1 \rightarrow O_1 \) and \( I_2 \rightarrow O_2 \), where \( p \in O_1, q \in I_2 \) respectively.

All in all, a service is an appropriate concept to describe functionalities offered by a multi-functional, reactive system during early stages of the development where the focus of the developer is to model all information that is already known about the system while not bothering about the situations which are not important for the current level of abstraction. In the next section we will see how these concepts can be used in order to describe a system as a set of related services.

5 Functionality Model Layers

In this section we introduce a framework of layers which gives different views on the system from different levels of abstraction respectively (see Figure 1). This corresponds to the idea to specify a system on consecutive abstraction layers, each one giving a more detailed model of the system, where the highest layer reflects a very abstract, informal description of the systems, while the lowest layer represents a concrete deployable implementation.

![Figure 1. Layer Framework](image)

Our layer framework starts from a very abstract description of the system as a set of use-cases or feature models without a well-defined semantics. The formalization of use cases or features by independent services and their structuring yield the next layer, called Service Diagram. In this model, the system behavior is specified from the environment point of view (black-box

\(^1\)For the complete definition of a connection between services see [3].
view). Therefore, each functionality is described by a service which is directly observable by the environment, i.e. its inputs can directly be triggered from the environment and its outputs are directly observable from the environment. Subsequently, observable inter-service dependencies are specified. Note that here, we do not characterize the communication between individual services — we only specify dependencies between them as being observable from its overall system boundaries.

Refining the Service Diagram by adding communication behavior yields the consecutive layer, called Service Network. It gives a more detailed view on the system, by now considering the interaction of the identified services and focusing on their intercommunication. This results in a network of communicating services which realize the functionality modeled in the Service Diagram.

The last step of our approach is to build up a Logical Architecture formed by a network of components, which are connected by channels, and to refine the functionality specified in the Service Network.

In the following, we introduce a notation for the specification of a single service, then both service models, the Service Diagram and the Service Network, are discussed in detail. Finally, we give an outline how to use these models for the construction of a Logical Architecture.

5.1 Service Specification

There are several techniques to specify the behavior of a service. In Section 4 services are formally defined by stream-processing functions. Since a service is a set of interaction patterns which give a precise relation between inputs and outputs, we propose to use modified I/O-automata [18] to specify a single service. An I/O-automaton \( \mathcal{A} \) is completely defined by its set of states \( S \), the initial state \( s_0 \in S \), and the transition relation \( \delta \). A transition is denoted by

\[
(s_1 \xrightarrow{\text{in/out}} s_2) \in \delta_{\mathcal{A}}, \quad \text{for } s_1, s_2 \in S.
\]

A transition can be triggered in the state \( s_1 \) if all the input ports specified in the input pattern \( \text{in} \) have received the necessary input messages (denoted by \( \text{port?message} \)). The transition outputs data to different output ports specified in \( \text{out} \) (denoted by \( \text{port!message} \)), and puts the automaton into the state \( s_2 \). In other words, expression \( \text{port?message} \) (resp. \( \text{port!message} \)) means that the message stream on the input (output) port \( \text{port} \) is extended by the message \( \text{message} \). Thus, the I/O-automaton constructively defines (infinite) input and output message streams as well as the relation between them. The automaton is partial in the sense that not for every input in every state there is a defined transition \( t \in \delta_{\mathcal{A}} \). Since the behavior of the service is specified from the environment viewpoint (black-box view), the automaton is not allowed to have internal transitions (labeled with an empty input sequence).

![Figure 2. Specification of Service Heating](image)

For example, Figure 2 shows a possible specification of the service Heating from our running example. This service describes a function that controls the heating of a seat. The user can switch between three states of the heating (off, level 1 and level 2), sending one of the two messages \( \{\text{level1 or level2}\} \) to the service. The service sends a corresponding message (\( \{\text{off}, \text{level1} \text{ or level2}\} \)) to the physical device responsible for the heating. The syntactic interface \( (I \xrightarrow{\text{\text{>>>}}} O) \) of this service is defined by \( I = \{\text{in}\} \) \( \text{and} O = \{\text{out}\} \). Figure 2(a) introduces a possible graphical notation. Figure 2(b) shows a behavior specification of the service. The I/O-automaton specifies a causality property between an infinite stream on the port \( \text{in} \) of input messages \( \{\text{level1, level2}\} \) and an infinite stream on the port \( \text{out} \) of output messages \( \{\text{level1, level2}\} \).

5.2 Service Diagram

The last section showed how to to specify an individual functionality of a system modularly and independently from other functionalities. Now we concentrate on the structuring of the functionalities of multi-functional systems and their dependencies. This results in a hierarchical structure of the system functionality where the overall functionality is decomposed in services and sub-services, with defined relations between them.

The Service Diagram gives a specification of the behavior of systems as observable from the environment when viewing the system as a black-box, i.e. the behavior is specified as a causal relation between input and output messages. Both, the individual services offered by a system
Refinement Since a typical multi-functional system offers the plethora of functions with complex interactions between them, representing all this information without abstraction would have a negative effect on the usability of the specification. To master the complexity of a specification, we introduce *abstract services*, since the partiality of a service allows to model a certain functionality at different levels of abstraction.

An abstract service is an abstract specification of one or several functionalities. It can be considered as a contract between the services refining it and the environment – when a service refines an abstract service, it promises to provide at least the behavior specified by that abstract service. Although, an abstract service is specified by an I/O-automaton it cannot be implemented directly, but rather must be refined by other services – it only helps to structure services and, particularly, dependencies between them.

The formal definition of an abstract service is based on the refinement relation between two services. Intuitively, an abstract service has fewer legal inputs and/or more defined outputs than the refining service. This means that for a certain input stream the set of corresponding output streams of the refining service is a subset of the output streams of the abstract service. Additionally, \( \text{Dom}(A) \subseteq \text{Dom}(R) \) is required. In particular, \( R \) gives a more concrete/restricted specification of the function modeled by \( A \) since it acts more deterministically concerning its I/O relation. Our definition of refinement permits to change the number of ports and their types in a specific way. For the formal definition see [4].

For example, the service *Manual Adjustment* from Figure 3 refines the abstract service *Adjustment*. The Service *Adjustment* has only one input and one output port, and specifies an abstract seat adjustment functionality: It receives a message defining the movement direction (d1 or d2) and sends a corresponding motor control message \( m \) that encodes the direction. *Adjustment* only specifies an immediate causality between its input and output messages: the user gives a direction to the DCU – the seat moves in the given direction. *Manual Adjustment* gives a more restricted specification of the adjustment function – it separates between length and height movement. The refining service has two input and two output ports, for the length and height movement directions respectively. In the Service Diagram from Figure 3, service *Memory* is another refinement of *Adjustment*. It receives an input message and moves the seat to a saved position, according to the stored height and length. The abstract service *Adjustment* will not be implemented in the Service Network because its role is only to identify some common behavior between services *Manual Adjustment* and *Memory*. Both services have an important property in common – they are restricted due to the dependency relation between *Child Seat Detection* and *Adjustment* (see below).

Aggregation The aggregation relations allow to arrange individual services which have been specified independently into a service hierarchy. Thus, it greatly helps to reduce the complexity of the system functionality.

The aggregation is defined as a relation between a service and its sub-services. It directly reflects the idea that the functionality offered by a service can be subdivided into different sub-functionalities. Intuitively, a sub-service specifies a sub-functionality of its super-service, in contrast to a refining service which refines the functionality of the whole refined service. Formally, a service \( S \) is called a sub-service of a (super-) service \( C \), if \( C \) refines \( S \) and \( \text{Dom}(S) \subseteq \text{Dom}(C) \). With this definition we require that the super-service has to be defined for all inputs for which its sub-service yielded a defined output as well. Additionally, the output streams of the super-service may be more restricted compared to the corresponding ones of the sub-service because of influences by other sub-services.

A super-service composed of several sub-services is called a compound service. Thus, according to the aggregation relation, we define the semantics of a compound service as a container of all concurrently operating sub-services. We do not specify the compound services by I/O-automata,
because their behavior can be reproduced from their sub-services using the well-defined semantics of the aggregation relation. Thus, the automaton of Manual Adjustment does not exist in the Service Diagram because it can be reproduced from the automata of sub-services Length and Height. In this example, the sub-services of the compound service are completely independent of each other – each of them can run without any impact on the other service. In other cases, some of the sub-services of a compound service may influence each other. Then, additionally to the aggregation, their mutual dependencies must be defined, because a sub-service may be restricted by other sub-services when they are combined in one compound service. For example, since the service Child Seat Detection influences the services Manual Adjustment and Memory, we have to specify this dependency in addition to the aggregation relation between compound service Seat and sub-services Heating, Manual Adjustment, Memory and Child Seat Detection. See the following paragraph for further details.

**Dependency**  Aggregation and abstract services represent hierarchical relations between services. Although the structure of services is essential for understanding the user functionality of a system, dependency relations among services also have significant implications in the development of a system. By *dependency relations*, we mean relations between services in a way that the operation of one service depends on those of other services. Although there are a lot of methodological significant dependency relations like enables, modifies or needs, the scope of this paper is to approach the specification technique of these relations rather than to completely enumerate them.

In our example (cp. Figure 3), the service Child Seat Detection modifies the behavior of the abstract service Adjustment and, hence, of Manual Adjustment and Memory. If Child Seat Detection detects a child seat mounted on the front seat, both adjustment services, Manual Adjustment and Memory, are prevented to move the front seat according to their modular specifications.

As already mentioned, relations between services are specified as being observable from the overall system boundaries without changing their interfaces (no additional ports are added) and without characterizing the communication between them (no additional channels are added). Also, the modular behavior specification of single services (in our case I/O-automata) are not modified in order to realize a dependency relation between them.

To specify these relations we introduce additional constraints. A *constraint* restricts the behavior of the influenced service by defining dependencies between its I/O message streams and those of the influencing service. These constraints are defined by predicate logic expressions over names of services, ports as well as access operations and specify dependencies between port values of different services in time intervals.

For example, the service Child Seat Detection (CSD) permanently receives a message (yes or no) from the environment through its port in whether a child seat is mounted or not. If the message is yes, service Adjustment (A) is not allowed to move the front seat, i.e. to send a message through its port out. The dependency between both services is specified by the following constraint:

\[ \forall t \in \mathbb{N} : (CSD[\text{in}](t) = \text{yes}) \Rightarrow (A[\text{out}](t) = []) \]

This means, for every point in time, if message yes is received on the port in of service Child Seat Detection, no message is sent on the port out of service Adjustment.

As our example illustrates, abstract services implicitly impose their constraints on the refining services. All constraints on an abstract service have to hold for its refining services. For our example this means that the constraint on Adjustment has to hold for Manual Adjustment and Memory, too.

It should be noticed that the constraints do not modify the modular specification of services. They only specify the interplay between them which must be satisfied in the Service Network (see Section 5.3). In other words, constraints provide criteria to verify the models of the consecutive layer. Only those models which do not violate these constraints are the candidates for valid models.

With the Service Diagram we introduced an adequate model for the specification of the user-visible functional requirements of the system under consideration. Hereby, the basic ideas are to reduce the complexity of the overall functionality by describing each of its functionalities independently by simple services (by means of I/O-automata), arrange these services into a service hierarchy (by means of aggregation and abstraction relations) and specify relationships between these individual services that show how they influence each other (by means of dependency relations).

### 5.3 Service Network

So far, the focus lay on a consistent description of the behavior as it is observable at the outer boundaries of the system. However, now we address the question how the black-box behavior (specified in the Service Diagram) can be realized by a network (Service Network) of communicating entities.

As we are still not necessarily interested in complete descriptions of the system behavior, again services are used as basic building blocks. But in contrast to the Service Diagram, in a Service Network the services communicate with each other in order to realize the demanded behavior. Architectural concerns on the other hand like the mapping from
services to components and designing a hierarchical component architecture are not considered at this level but delayed to the following layer.

The structural relations which were dominating in the Service Diagram mainly served the structured gathering and understanding of the system functionality. Thus, they are of no relevance in the Service Network. More precisely, in a Service Network the services are not hierarchically arranged and there exist neither abstract nor compound services. As mentioned in Section 5.2, the behavior specified by an abstract service is completely realized by its refining services. Compound services were basically used in order to structure the functionality. Since their behavior can be reproduced from their sub-services (in consideration of the relevant dependencies), it is enough to implement the refining services or sub-services respectively.

In our example only the services Child Seat Detection, Memory, Length, Height and Heating remain in the Service Network (see Figure 4). The compound services Manual Adjustment or Seat as well as the abstract service Adjustment must not be considered in the Service Network.

\[
\text{Child Seat Detection} \rightarrow \text{Memory} \rightarrow \text{Length} \rightarrow \text{Height} \rightarrow \text{Heating}
\]

**Figure 4. Service Network**

However, it must be ensured that the resulting Service Network satisfies all dependencies in the Service Diagram. Therefore, dependency which are defined for abstract or compound services must be propagated to the refining services or sub-services and be reflected by their communication behavior.

The services of the Service Network refine the atomic services of the previous Service Diagram by adding communication behavior in order to realize the interplay between them. Thereby, each dependency relation of the Service Diagram results in a more or less complicated communication relation in the Service Network. This inter-service communication can be realized by adding internal channels in between the affected services. The syntactic interface and the behavioral semantics of the corresponding services must be extended accordingly. Sometimes, it can even be necessary or useful to introduce new services in order to realize the dependencies of the Service Diagram. In either case it must be assured that the behavior specified in the Service Diagram is completely realized in the Service Network.

In the following, both possibilities (adding new channels or new services) are explained in more detail. Note, that in both cases the syntactical interface of the overall system is not changed.

**Internal Channels** To establish communication between services, the interfaces of the services identified in the Service Diagram can be extended by additional internal ports. These can be used to link mutual depending services by internal channels. With *internal channels* we mean channels connecting two services, but not a service with the environment. Internal channels can only be attached to *internal ports*. In our example the functional dependency between Child Seat Detection and Adjustment (cp. Figure 3) is implemented by adding directed, internal channels connecting the service Child Seat Detection with all the services refining Adjustment (cp. Figure 4): the services Length, Height, and Memory. Via these channels the Child Seat Detection signalizes by a binary signal (yes/no) if a child seat is detected or not. Therefore, the interface of Child Seat Detection must be extended by an additional output port and the interfaces of Length, Height and Memory by respective input ports. Moreover, the behavior of these services must be adapted accordingly. The services Length, Height and Memory can execute their original behavior only if the messages received at the input ports connected to the service Child Seat Detection signalize that there is no child seat mounted.

**Internal Services** As mentioned before, it is sometimes useful to introduce new internal services. *Internal services* have only internal ports, i.e. ports which are not observable at the outer system boundaries. For example, priorities can be easily modeled in a Service Network that way. Let’s assume that there would be the following additional dependency specified in the corresponding Service Diagram: The services Length and Height are mutual exclusive and Length has a higher priority than Height, i.e. if both length and height movement are demanded at the same time, the length movement will be executed. This relation can be implemented easily by adding an internal service Multiplexer which receives both input signals and decides if they are forwarded to the services Length and Height respectively.

Summarizing, the Service Network provides a specification of the overall system functionality (as specified in the services and constraints of the Service Diagram) only by means of communicating services. Thus, the Service Network constitutes a model that can be simulated easily. For example, all introduced concepts are directly supported by
the CASE tool AUTOFOCUS [21]. Besides, the Service Network can be used as starting base for the design of a Logical Architecture as introduced in the next section.

5.4 Logical Architecture

Changing the view from a pure black-box to a white-box view on the system the Service Network is the first step towards a logical system architecture. However, it is not dealt with architectural questions, and the specification of the system behavior is consistent but still incomplete. Thus, the most important task on this layer (Logical Architecture) is the totalization of the behavior. The behavior has to be defined completely and deterministically (i.e. the system provides a well-defined predictable output for each possible input sequence). As a consequence, the building blocks of the Logical Architecture are components with totally defined behavior in contrast to services. Therefore, the services are grouped together and mapped onto (hierarchical) components. Thereby, one or several services of the Service Network are related to one component of the Logical Architecture, i.e. a component can provide several services.

The second major design decisions we make on this layer is the design of an appropriate logical system architecture. The formation of the Logical Architecture can be influenced by different criteria, for example the communication relations of the Service Network, the hierarchical structure which has been developed in the Service Diagram, or certain non-functional requirements. Depending on which criteria are considered to be more important, the resulting Logical Architecture will turn out differently.

Though, the concrete definition of the Logical Architecture is essential for the development of a system, it is beyond the scope of this paper and subject of future work. Here, we just barely sketched how the presented service models integrate in the overall software development process.

In this section, we presented three consecutive layers, namely the Service Diagram, the Service Network and the Logical Architecture, for the modeling of the functionality of a reactive multi-functional system. Note, that with the Logical Architecture the functionality of the system is completely described. Subsequent design models will not add any new functionality but only deal with the question how this functionality can be implemented adequately.

6 Related Work

The approach presented in this paper introduces an integrated model for both functionality specification and functionality hierarchical structuring as part of the layer framework. Thus, related work can be mainly found in three different areas: techniques for feature specification, formalization of feature models, and model based development.

**Feature Specification** A large number of contributions have been made over the past decade in order to specify multi-functional systems. Feature-oriented development methods, as for example Feature-Oriented Domain Analysis (FODA) [15] or Feature-Oriented Reuse Method (FORM) [16] identify, classify and structure features as well as interactions between them. FODA and FORM introduced a graphical tree-like notation that showed the hierarchical structure of features. Since the introduction of FODA by Kang et al. in 1990, many different kinds of graphical notations [11, 9, 12, 17] have been proposed to extend this original notation. However, these approaches only focus on the modeling of relationships between features, using uninterpreted features as the corresponding base concept. The second deficit of these methods is that the absence of a formal semantics of the graphical notations prevents an automatic analyze of them. In contrast, here the behavior of single features as well as the semantics of their relationships are specified.

**Formalization of feature models** The definition of a formal semantics for feature models is not new. In [2], Batory and O’Malley use grammars to specify feature models. Sun, Li et al. define in [23] a formal semantics for the feature modeling language using first-order logic. The formalization of feature models with propositional formulas goes back to the work by Mannion [19], in which logical expression can be developed for the model, using propositional connectives by modeling dependency between requirements. In [10], Czarnecki et al. argue that cardinality-based feature models can be interpreted as a special class of context-free grammars. Another approach to specifying multi-functional systems is introduced by van Lamme uerde et al. In [24, 25] they propose formal techniques and heuristics for detecting conflicts from specifications of goals (requirements) and their interactions specified in LTL. As mentioned in the latter paragraph, the main deficit of these approaches is disregard for the behavior of single features. “As a consequence, these approaches focus on the analysis of dependencies, however abstracting away from the causes for these dependencies” [22]. In [8], Czarnecki and Antkiewicz recognize that features in a feature model are only merely symbols. They propose an approach to mapping feature models to other models, such as behavior or data specifications, in order to give them semantics. However, this approach only focuses on assets like software components and architectures. Our work focuses on formalizing user requirements and their analyze in the early phases of the development process. The closest approach to our work is a theoretical framework introduced by Broy [3, 4].
where the notion of a service behavior is formally defined. This framework provides several techniques to specify and to combine features based on their behaviors. However, this quite theoretical approach does not cover several relevant methodological issues what our work focuses on (techniques for building of service models and for the specification of inter-service relations).

Model based development Another related area to our work is model-based development (e.g. [1]), which aims at modeling every important aspect of a software system. A compilable and deployable model is an abstract representation of a system which interacts with its environment. An important work in this area is the generative software development [7] introduced by Czarnecki. This system-family approach focuses on automating the creation of system-family members: a system can be automatically generated from a textual or graphical specification. However, this approach as well as approaches like [20, 22, 21] focus on the construction of a specific solution (e.g. software architecture) without supporting the formal requirement specification. In contrast, we concentrate on the formalization of functional requirements and close the formal gap between requirements and architecture design in the early phase of the model-based development process.

7 Conclusion and Future Work

The presented concepts can be roughly summarized as follows: We introduced two consecutive service models which allow to specify the functionality offered by a system in detail and shortly sketched how they can be integrated in a layered development process. The Service Diagram focuses on the modeling and structuring of the user-observable functionality while the consecutive model, the Service Network, concentrates on the communication relation between the set of all services. Going from a structured view of the functionality (represented by services) to a less abstract level where the focus is on the interaction between all services represents a natural way of engineering a system in a top-down fashion: At first we identify (observable) services and try to structure them into a hierarchical relation. After that we focus on how this hierarchy can internally be realized by inspecting the intercommunication between all relevant (possibly not directly observable) services. Lastly, the resulting Service Network serves as an architectural guideline for the subsequent construction of a Logical Architecture. In general, the introduced techniques are applicable in all domains where reactive systems are designed according to the desired functionality. In particular, they are not limited to the automotive domain.

Why did we concentrate to model the functionality of a system? In the domain of reactive, multi-functional systems, representing the functionality of a system means to describe precisely what a system should do, i.e. the functionality represents the essence of a system. Together with non-functional requirements we obtain a precise specification of the desired system already at a very abstract level. Note that this is essential since this level of abstraction of a system is the basis for changes due to the evolution or extension of the system with a maximum of re-use.

Both models, the Service Diagram and the Service Network, integrate into the requirements engineering process and bridge the gap between usually informally specified (functional) requirements and formal design models with a well-defined semantics. Our intension is not to replace the informal modeling techniques for the early requirements engineering process, but in our opinion informal models alone are not sufficient.

For a model-based development process, a seamless transition between the models of different abstraction layers is essential. The same notion of a service as the basic entity for describing functionality provides the basis for a smooth transition between both service models, even though the focus of the models is different.

The well-defined semantics of the introduced models allows to perform an automatic analysis of system properties. This allows to comfortably deal with problems such as feature interaction [6], resolving discrepancies between conflicting functions and verification of the system’s behavior. The identification of all relevant domain-specific dependencies is part of our future work.

The concept of a service represents a suitable instrument to model single functionalities in a modular fashion. Together with a well-defined meaning for the composition of several services we are able to ascribe the specification of the overall system behavior to the specification of individual (sub-) functionalities. This helps to master the complexity of multi-functional systems.

So far, we have pretended to use the introduced techniques only to model single systems. But the principle of representing a (single) system as a set of related functions can easily be taken to model a family of related systems which share a set of functions. In turn, this requires to integrate concepts like variability and alternatives into our models and to define their semantics. For our service models, the notion of refinement and aggregation provides an adequate semantical basis to smoothly incorporate these concepts. By this, both models are suitable for the development of software product lines. We consider the extension of our concepts to be applicable in these areas as future work.

There are several issues which we did not point out in detail in this paper: E.g. we did not precisely specify the transition from the Service Diagram to the Service Network nor address the concrete form of dependencies together with a precise meaning. The definition of service-patterns for the
modeling of certain scenarios would enrich the degree of application in industry. Thus, such definitions and descriptions are a matter of future work as well.
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Abstract

Model transformation has applications in many areas as, e.g., in model-driven software development or automated knowledge exchange. When applied, model transformations usually have in common that the transformation process shall preserve certain properties. In model-driven software development, e.g., abstract models are transformed into more specific ones while preserving the behavior of the specified software system. In this paper, we present a model transformation approach that implements a preservation-centric view. We introduce a formal preservation language that allows transformation algorithms to be computed automatically. Additionally, these generated transformations can be proven to respect specified preservation requirements. We demonstrate our approach using a systems specification example that stems from the digital archiving world. We specify a web-archiving system that consists of two components each of which uses its own website model for storage. Internal processes necessitate exchanging websites between these two components and, thus, model transformation. We apply our preservation language and show how the algorithm generation procedure generates a transformation algorithm that guarantees an unchanged external view on the transformed websites.

1. Introduction and Motivation

Nowadays, computer-based systems are the key element in many application domains. As a central challenge, complexity and domain-specific characteristics of such systems have to be handled by modern software and hardware engineering methods. Our initial research in the field of digital archiving has shown that digital archives constitute a challenging application domain in this respect. Usually, digital archives manage large bodies of digital data containing diverse kinds of information and having different types of (semantic) relationships. For this purpose, archives mostly comprise a complex hardware and software environment. The crucial tasks of the underlying components is to ensure the preservation of digital material over a long (i.e., an essentially unspecified period of) time. The software and hardware architecture is therefore often highly modularized so as to facilitate component exchange when technology evolves. The interested reader is referred to the reference model for Open Archival Information Systems (OAIS) [2] to get an impression of the complexity of archiving systems.

Prevalent techniques to handle domain-related system characteristics comprise, among others, domain-specific modeling elements and languages (e.g., UML stereotypes and profiles, [5]). In order to handle system complexity and facilitate model re-use, the model-driven development approach (MDD) has been pushed forward since quite a while [4, 9]. There, computer-supported model transformation plays a key role, which is another commonality to the digital archiving world. In order to maintain availability and understandability of the stored digital objects, several archiving activities necessitate data re-processing and data exchange between components that may semantically affect object contents. On ingest, e.g., incoming data objects are usually adapted to an internal storage model, which may include addition of metadata and packaging. When making these objects available to the public or exchanging them between different archives, the dissemination process may include transformations to an exchange format. Since digital objects are stored in graph- or tree-based formats (e.g., XML), connections between model transformation in the MDD-world and format transformation in digital archiving are evident (cf. [3]). In digital archiving, however, a preservation-centric view is propagated. In the just-described example, archivists speak of internal migration processes where certain content or structure of digital objects shall be preserved.

Looking more closely at model-driven development and
other applications fields of model transformation (e.g., ontology merging) one realizes that – while transforming the model – all these applications still aim at preserving given semantic invariants of the specified systems. These invariants, however, are usually implemented differently in the source and target model (we also say source and target context). In our previous work [11, 10] we have identified the usefulness of a declarative, high-level preservation language using a rich set of preservation constraints. Apart from briefly sketching how this language can be integrated into system specifications, this paper focuses on a comprehensive introduction of this approach as a theory for computer-supported model transformation that can be of general benefit to both - the digital archiving community and the systems engineering community. We will provide parts of the formal semantics of the preservation language and illustrate our approach. As case study we employ a real world example that stems from digital archiving. We informally introduce excerpts of the specification of a web-archiving system. The web archive consists of two components both serving complementary purposes. Therefore, these two components use different website models for storage which necessitates model transformation for data exchange. We use our language to formally specify the transformation task and preservation requirements. We show how the preservation constraints guide model transformation and even facilitate to generate transformation algorithms. As a consequence and major benefit of our formal approach, generated algorithms can be proven to work correctly w.r.t. specified preservation requirements.

The rest of the paper is organized as follows. In Sect. 2 we introduce the running example and informally describe the transformation task and preservation requirements. Sect. 3 introduces some terminology and the basic information model. In Sect. 4 we introduce the notion of a concept, which is used to group similar semantic relationships in different contexts. Sect. 5 is dedicated to formal preservation constraints that restrict permissible transformation results. We illustrate our approach (Sect. 6) by defining constraints for the running example and deriving a transformation algorithm that provably respects these constraints. Throughout the paper, we will visualize all theoretical parts by practical examples. We finally describe related work in Sect. 7 and close with a summary and a brief outlook in Sect. 8.

2. The Scenario - a Web Archiving System

Fig. 1 shows our example web archive. It consists of two components. The Archiver includes a permanent storage for long-term preservation of the hosted websites. The servers being annotated with locks indicate that access to this storage environment is not permitted from "outside" the archive. The latter is provided by the Browser-component, which includes a web-storage with fast server access. The archive has two external communication interfaces – the customer interface (CI) and the user interface (UI). Customers can ingest a website to the archive, which corresponds to the event INGEST. The Browser component provides a service for full website browsing as well as quick search facilities. Users can request these services by issuing a REQUEST-event. Upon request, they will receive the corresponding data as a RESPONSE-event.

2.1. Website model transformation between Archiver and Browser

The whole ingest-process affects both components. Having extracted metadata and stored the uploaded website as well as the extracted metadata permanently (extractMetadata, storePerm), the archiver sends the internal event EXPOSE to the browser’s internal interface (BII). The browser then stores the website in the web-storage (store). The Archiver and Browser use different website models for storage. Hence, EXPOSE necessitates model transformation.

The Browser’s website model BWeb is indicated on the left-hand side of Fig. 2. It essentially constrains folder content and folder structure. BWeb comprises a source folder hosting exactly one file “index.html”, the welcome page of the website. The names of the source folder and the target website shall match the content of the <title> element in “index.html”. All html-files except “index.html” shall be located in the folder “html”. We designate the folder resources to contain all non-html-files.
On the right-hand side, Fig. 2 depicts an example instance of the standard website model Website, which we want to transform to BWeb. The website “Calculation” consists of a folder structure containing two html-files and one pdf-file, where “start.html” is the welcome page. Fig. 2 also shows the contents of both html-files. While “start.html” contains the title of the page and a relative link to “doclist.html”, “doclist.html” includes a list of linked resources containing “calc.pdf”, only. This link is encoded relative to the folder structure, too.

When transforming “Calculation” from the standard website model Website to BWeb, we want to preserve three major aspects. Most importantly, link consistency shall be preserved. This affects the relative links in “start.html” and “doclist.html”. Moreover, we want to preserve the look and feel of the html-files, which corresponds to preserving most of the tag structure and contents of the hosted html-files. Clearly, the href attributes of the respective <a> tags will probably change during the transformation process. Finally, we wish to keep the name and content of “calc.pdf” unchanged.

In the sequel, these preservation requirements will be expressed using the preservation language. At this point we already see that its declarative nature facilitates the language to be easily integrated into, e.g., data flow specifications in systems specification theory. Notice that this example also exhibits some major challenges in model transformation. In particular, we have tree-based (i.e., recursive) structures (content of HTML-files) and transitive model properties (file containment in the folder hierarchy). Hence, from a theoretical point of view, this real-life example is compatible to the one used in [3] as reference example for model-driven development.

Figure 2. The source model instance “Calculation” and the target model BWeb

3. Basic Formal Information Model

Digital archives store digital objects that can be associated to each other. Object symbols $o \in O$ and constants $k \in K$ are uniquely typed within a type theory $(T_O, \leq_O)$ with subtyping and a greatest type Obj. We distinguish three kinds of types — static types $T_S \subseteq T_O$, class types $T_C \subseteq T_O$, and collection types (e.g., sequences). Static and class types model static and dynamic parts of the archive, respectively. Constants, like the integer number 1 or the truth values $T$ and $F$ have a static type. In contrast, object symbols are place holders for data objects stored within the archive that can be created, transformed, and deleted. We regard object symbols $o \in O$ as IDs that are dynamically attached to objects on creation. Once used, an object’s ID stays unchanged until the object is deleted. As a domain specific requirement, objects are immutable [6]. Thus, object transformations yield new objects with a new IDs.

Class types specify object templates by means of attributes. Fig. 3 depicts the most relevant excerpts of the source and target website model. Subtyping is indicated by the extension arrow known from UML. Type Tag, e.g., is recursive and comprises four attributes: a name name : Tag → String, which is constrained to match the regular expression in braces, a sequence attrs of attribute-value combinations, an attribute content : Tag → String, and a sequence of subelements. A tag

\[ t := < a href="/test.html" > test < /a > \]

is, thus, represented by

\[
\text{name}(t) = \text{"a"}, \text{attrs}(t) = \langle \text{\"href\"", \"/test.html\"}, \text{content}(t) = \text{\"test\"}, \text{subelements}(t) = \emptyset.\]

In addition to attributes, we support predefined archival functions $f \in F$. This may, e.g., include integer addition.

Objects may have labeled associations among each other with a fix signature and fix multiplicity constraints. Multiplicities are interpreted as usual. In Fig. 3, $eP$ has signature Website × Folder × HTML and multiplicity 1 : 1 : 1. The associations contFF and contFFi model file structures.

All model elements are interpreted in algebras $A$. Interpretations $o^A \in O^A$, $o \in O$ of object symbols and constants $k^A \in K^A$, $k \in K$ are called their values and must be an element of the type $\text{domain} \tau^A$, in case $o : \tau k : \tau$. If an object symbol has semantics $o^A = \bot$, we say that $o$ does not exist in the system. As in reality, the set of all existing objects has to be finite and associations may be set between existing objects, only. Function symbols and association symbols are interpreted as usual.
Regarding this example it turns out that the entry point prohibit all other changes to $\delta_o \mapsto o'$. There, $\text{cre}(o)$ and $\text{tr}(\delta(o \mapsto o'))$ may be supplemented by a post condition. Moreover, $\text{tr}(\delta(o \mapsto o'))$ and $\text{del}(o)$ can have a pre condition. Semantically, we consider the effect of all basic operations w.r.t. a preceding and a subsequent system state. As an example, we show the semantics for transformations:

$$\models (A \leadsto A', \text{tr}(\delta(o \mapsto o'))), \text{iff } o^A \not= \bot \land o'^A \not= \bot \land A \models \text{pre}(\text{tr}(\delta(o \mapsto o'))) \land A' \models \text{post}(\text{tr}(\delta(o \mapsto o')))$$

and no other changes to $A$.

$A'$ is subsequent to $A$ w.r.t. $\text{tr}(\delta(o \mapsto o'))$, iff $o$ exists in $A$, $o'$ exists in $A'$ and $o$ and $o'$ satisfy the pre and post condition, respectively, of $\text{tr}(\delta(o \mapsto o'))$. Notice that we prohibit all other changes to $A$.

A sequence $\Delta := \langle op_1, ..., op_n \rangle$ of basic operations is considered a transformation algorithm. If $\Delta$ is empty, $A$ and $A'$ are subsequent w.r.t. $\Delta$, if $A = A'$. Otherwise, we need a pair of states $A_{i-1}, A_i$ for each $op_i \in \Delta$ such that $A_i$ is subsequent to $A_{i-1}$ w.r.t. $op_i$.

### 4. Contexts and Concepts

Associations with multiplicities are insufficient to model semantic relationships. Association $eP$ between objects $w : \text{Website}$, $f : \text{Folder}$, and $h : \text{HTML}$, for example, shall only hold if $i$ is located in $f$. For objects $w' : \text{BW}eb$ we have even stronger constraints as mentioned in Sect. 2. Regarding this example it turns out that the entry point concept models the same intention (connect a website to its source folder and welcome page) for different contexts.

As an example, Fig. 4 shows the concept template $K_c^\text{con}$ being the semantic supplement for $\text{contFF}$ and $\text{contFFi}$. Analogous to programming languages, the concept interface $K_{I_c}^\text{con}$ defines arity and typing constraints for objects that may be in $K_c^\text{con}$. In particular, $\text{Sig}_{K_{I_c}}$ is a sequence of variable-type-bindings and $\Phi_{K_{I_c}}$ is a PL formula (Propositional Logic) restricting the type variables used in $\text{Sig}_{K_{I_c}}$. $\Phi_{K_{I_c}}$ assures that only two folders or a folder and a file are in $K_c^\text{con}$. Formally spoken, a variable assignment $\eta := \{o_1/x_1^0, o_2/x_2^0\}$ is valid for $K_{I_c}^\text{con}$, if $\Phi_{K_{I_c}}[\text{type}(o_1)/\text{type}(o_2)/\text{type}(2)]$ is a tautology. Context templates implement concept interfaces by means of an embedding formula $\iota$ in which the object variables $x_i^0$ of the corresponding concept interface occur free. $C_{I_c}^\text{con}$ and $C_{I_c}^\text{rec}$ define context templates for direct and recursive containment, respectively. Suppose we have a folder $f$ and a file $fi$. Then $\iota_{C_{I_c}^\text{rec}}$ is only valid if 1) $x^a(f, fi)$ and 2) the full path of $f$ concatenated with $f$.name equals the full path of $fi$. There, $x^a$ is an association variable. Thus, a variable assignment $\eta$ for $C_{I_c}^\text{con}$ has to include a substitution for $x^a$ in order for $\iota_{C_{I_c}^\text{rec}}$ to be evaluable. In our example, only the substitutions $[\bar{f}/x_1^0, \bar{f}'/x_2^0, \text{contFF}/x^a]$ and $[f/x_1^0, fi/x_2^0, \text{contFFi}/x^a]$ suit for $C_{I_c}^\text{con}$ provided that $type(f) \leq \text{Folder}$, $type(f') \leq \text{Folder}$, and $type(fi) \leq \text{File}$. These two instantiations of $C_{I_c}^\text{con}$ show the benefit of using type variables and association variables in context templates. That way we can “melt” overlapping contexts and avoid unnecessary duplicate work.

As shown by $C_{I_c}^\text{rec}$, we allow recursive concept definitions. A folder $f$ or file $fi$ is contained recursively within a folder $f$, if it is contained directly in $f$ or there is a chain of folders starting from $f$ such that neighbored elements are in $K_c^\text{con}\{C_{I_c}^\text{dir}\}$ and the last element directly contains $f/\text{fi}$. The language construct $K_c^\text{con}\{C_{I_c}^\text{dir}\}$ reduces evaluation of $K_c^\text{con}$ to $C_{I_c}^\text{dir}$. To our experience, this feature can significantly speed up concept evaluation.

Concept satisfaction is defined as follows:

$$(A, \eta, C) \models K_c^\text{con}$$

if $C \in C_c$ and $(A, \eta[o_1/x_1^0, ..., o_n/x_n^0]) \models \iota_C$.

In Sect. 2 we have mentioned that websites have 1) a welcome page and 2) a source folder. These two items constitute a website’s entry point. However, the semantic restrictions for objects of type Website and BWeb, respectively, strongly differ. We do not provide the whole concept definition of the entry point concept $K_c^\text{cP}$ for brevity, but rather describe the differences for the two contexts $C_{Website}^\text{cP}$ and $C_{BWeb}^\text{cP}$.
**Figure 3. Formal source and target model Website and BWeb**

\( C_{\text{BWeb}} \) in more detail than is done in Sect. 2. If a folder \( f \) and a file \( fi \) are the entry point for \( w : \text{Website} \), \( t_{C_{\text{BWeb}}}^{f} \) constrains \( f \) to contain \( fi \). If \( w \), however, has type \( \text{BWeb} \), then \( t_{C_{\text{BWeb}}}^{f} \) assures the following seven restrictions: 1) \( f \) directly contains \( fi \). 2) \( fi \) has name “index.html”. 3) \( f \) directly contains a “html”-folder, which may only contain html-files. 4) \( f \) directly contains a “resources”-folder containing non-html-files, only. 5) \( f \) contains the folders specified in 1.4., only. 6) The welcome page is the only file directly contained by \( f \). 7) The welcome page has a title \( \tau \) the content of which equals the names of \( f \) and of \( w \).

When transforming the source model instance “Calculation” to the target model \( \text{BWeb} \) in Sect. 6, we want to preserve \( \mathcal{K}^{\text{cp}} \). Fig. 5 exemplifies this preservation task as a first indication of how we apply contexts and concepts in this respect. We, however, postpone a more detailed introduction to Sect. 5. In Fig. 5, \( C \) and \( C' \) denote \( C^{\text{cp}_{\text{Website}}} \) and \( C^{\text{cp}_{\text{BWeb}}} \), respectively. As shown, transformations are executed on the context level. The object triple \((w,f,h)\) is transformed by \( \delta_{1} : \text{Website} \rightarrow \text{BWeb} \), \( \delta_{2} : \text{Folder} \rightarrow \text{Folder} \), and \( \delta_{3} : \text{HTML} \rightarrow \text{HTML} \). In case \((w,f,h)\) satisfy \( \mathcal{K}^{\text{cp}} \) in the source context \( C_{\text{w}} \), the corresponding relationship defined by \( t_{C_{\text{w}}}^{f} \) shall hold for \( \delta_{1}(w), \delta_{2}(f) \), and \( \delta_{3}(h) \) in the target context \( C_{\text{w}} \). \( v \) and \( v' \) denote the truth values arising when evaluating \( t_{C} \) and \( t_{C'} \), respectively.

Fig. 2 shows that “start.html” points to “doclist.html” by means of a relative link. Again, linking is a wide-spread concept with different implementations in different contexts. Since links usually follow a given path structure, we use \textit{Finite Automata} for link evaluation and construction. We will not go into detail with it for brevity. Parts of a link automaton, which has been constructed automatically, are depicted in Fig. 9. A HTML-file \( h \) and a linked file \( f \) are in the linking concept \( \mathcal{K}^{L} \), if \( h \) includes a \texttt{href}-attribute the value of which is a word that is accepted on a path through the corresponding link automaton \( \mathcal{A}^{L} \) that ends in \( f \).

**5. Preservation**

As explained in the introduction, our model transformation approach implements a preservation-centric view. Preservation, however, does not mean keeping contents unchanged. Transforming “Calculation” to \( \text{BWeb} \), e.g., necessitates structural changes in the folder hierarchy. Hence, we usually have to adapt relative links. Preservation of this aspect means preserving link-consistency. More exactly, if a link pointing to a file \( fi \) is consistent before a transformation, it shall be consistent and point to the same (but possibly transformed) object after the transformation.

We use the tripartite approach briefly sketched in [10] to constrain desired transformation results: 1) transformation constraints, 2) object preservation constraints, and 3) concept preservation constraints.

**5.1. Transformation constraints**

First, we need a means to express a transformation intention. Only this facilitates to derive sensible transformation algorithms, i.e., such conforming to specified requirements. As a first account, we introduce basic transformation constraints of the form \( o \rightarrow \tau \), where \( o \) is an object symbol and \( \tau \in \mathcal{T}_{O} \) is the target type. This constraint assures \( o \) is transformed to type \( \tau \). Concerning “Calculation”, we demand \( w \rightarrow \text{BWeb} \), for example.

Validity of transformation constraints is defined via subsequent states as follows:

\[
(\mathcal{A}, \Delta, \mathcal{A}') \models o \rightarrow \tau, \text{ iff } (\mathcal{A} \sim \mathcal{A}', \Delta) \land \exists \tau' \in \mathcal{T}_{O} \cdot \exists n \geq 1 \cdot \exists \mathcal{\tau}(\delta_{1} o \rightarrow o_{1}, \mathcal{\tau}(\delta_{2} o_{1} \rightarrow o_{2}), \ldots, \mathcal{\tau}(\delta_{n} o_{n-1} \rightarrow o_{n}) \in \Delta \cdot (o_{n} = \tau')
\]
In order for \( o \mapsto \tau \) to hold, we need an object \( o' : \tau' \) existing in \( A' \) and a sequence \( \delta_1, ..., \delta_n \) of transformations migrating \( o \) to \( o' \). Existence of \( o, o' \) is guaranteed by the transformation sequence since transformations may map existing objects to existing objects, only (cf. Sect. 3.1).

Since it is impracticable to specify constraints for each single object, we support selection predicates. This yields extended transformation constraints of the form \( \forall x^o : \tau \bullet ( \phi \Rightarrow x^o \mapsto \tau') \), where only \( x^o \) may occur free in \( \phi \). These constraints are then transformed to basic constraints. When transforming “Calculation” in Sect. 6, we will use extended constraints.

### 5.2. Object preservation constraints

Object preservation constraints focus on object contents. The basic variant has the form \( \text{pres}_o(o \mapsto \tau, o[\tau']) \) and is read as follows: “When transforming \( o \) to \( \tau \) \((o \mapsto \tau)\), preserve the content of \( o \) arising when \( o \) is abstracted to type \( \tau' \)(\(o[\tau']\)).” The first parameter in parentheses and the parameter in brackets are optional. Hence, \( o \mapsto \tau \) relates transformation constraints and object preservation constraints. If \( \tau' \) is omitted, \( \tau' \) is implicitly set to \( \text{type}(o) \). In this case, preserving \( o \) means preserving all attributes of \( o \). Hence, the constraint \( \text{pres}_o(p \mapsto PDF, p) \) is adequate to transform “calc.pdf” from our example website (cf. Sect. 2). Notice that \( \text{type}(o) \leq \tau' \) and \( \tau \leq \tau' \) must hold in case \( \tau' \) is specified.

The semantics for basic object preservation constraints including all optional parameters is defined as follows:

\[
\begin{align*}
(A, \Delta, A') \models & \text{pres}_o(o \mapsto \tau, o[\tau']) \iff \\
& \forall x^o : \tau \bullet \forall n \geq 1 \bullet \\
& \forall o \in A \bullet \text{tr} \left( \delta_1(o \mapsto o_1), ..., \text{tr} \left( \delta_n(o_n \mapsto o_n) \right) \right) \in \Delta \bullet \\
& (o_n = x^o \Rightarrow o[\tau'] = x[\tau'][A'])
\end{align*}
\]

A constraint \( \text{pres}_o(o \mapsto \tau, o[\tau']) \) holds, iff the underlying transformation constraint holding implies \( o \) and \( \delta(o) \) have similar contents when abstracted to \( \tau' \).

Obviously, transformation constraints specify that we want to transform an object, object preservation constraints specify what to preserve if an object is transformed. Therefore, having connected both via the first parameter in object preservation constraints is decisive.

As indicated above, we need an abstraction mechanism for object types and a comparison mechanism for object content. As proposed in [11], we use the relation \( \approx \) to express indistinguishability w.r.t. a type \( \tau \). Constants are indistinguishable, if they are interpreted equally. Objects \( o \) and \( o' \) are indistinguishable w.r.t. \( \tau \) if they are equal on all attributes of \( \tau \).

The following two type constructions are useful for abstraction. Suppose we transform \( o : HTML \) to \( o' : HTML \) and want to compare \( o \) and \( o' \) regardless of their \textit{name}-attribute. Then \( HTML \{\text{name}\} \) producing a supertype of \( HTML \) having only the \textit{content}-attribute can be used to compare the tag-related contents of \( o \) and \( o' \). If \( o \approx_{HTML\{\text{name}\}} o' \) holds, the \texttt{<html>}-tag of \( o \) and \( o' \) and all attributes thereof (including the subtags) are indistinguishable w.r.t. their types. As another construction we introduce type substitution. Considering type \textit{Tag} in Fig. 3, \textit{Tag} \{\textit{attrs}\} constructs a supertype of \textit{Tag} having no \textit{attrs}-attribute. In case we want this construction be applied recursively, we append the substitution \([\text{Tag} \{\text{attrs}\}] / \text{Tag} \). The whole construction \([\text{Tag} \{\text{attrs}\}] / \text{Tag} \{\text{attrs}\} / \text{Tag} \), which we abbreviate by \((\text{Tag} \sqcup \{\text{attrs}\})\), henceforth, delivers the desired type.

### 5.3. Concept preservation constraints

Concept preservation constraints are the third pillar when specifying permissible transformation results. As they incorporate associations, they are a necessary supplement to transformation and object preservation constraints. Basic concept preservation constraints have the form

\[
\text{pres}_k(o_1 \mapsto \tau_1, ..., o_m \mapsto \tau_m, K(o_1, ..., o_n), (C_s,C_t)),
\]

where the first and last element in the outer parentheses are optional and \( 0 \neq m = \# I \subseteq \{1, ..., n\} \) is an index set. We read this constraint as follows: “When transforming \( o_1 \) to \( \tau_1 \), ..., \( o_m \) to \( \tau_m \), then the transformation result shall 1) match a target context \( C \in C_t \) and 2) satisfy \( K \) in \( C \), if \( K(o_1, ..., o_n) \) was valid for a source context \( C \in C_s \).” In other words, preserving \( K \) means preserving the semantic connections defined by \( K \), but possibly in different contexts. Using \( C_s \) and \( C_t \) we can select desired source and target contexts, which can considerably speed up evaluation of \( K \). The index set \( I \) selects those objects that are connected to transformation constraints. Hence, only \( o_1, ..., o_m \) may, but not all of them must occur in the set of transformation constraints. As already mentioned, we want to preserve \( K^{eP} \) when migrating “Calculation”. \( K^{eP} \), however is defined differently for websites of type \textit{Website} and those of the target model \textit{BWeb}. The constraint

\[
\text{pres}_k(w \mapsto BWeb), K^{eP}(w, f, fi), \{(C_w), (C_wA)\})
\]

assures the transformation result of \( w \) to have an entry point suitable for type \textit{BWeb}.

The formal semantics

\[
\begin{align*}
(A, \Delta, A') & \models \\
& \text{pres}_k(o_1, ..., o_n), (C_s,C_t), \text{iff } \\
& \exists \delta \in C_s \bullet (A, \delta, C) \models K(o_1, ..., o_n) \wedge \\
& \exists \delta' \in C_t \bullet (A', \delta', C') \models K(o_1', ..., o_n'), \text{where } \\
& o_i' := \begin{cases} 
\delta_i(o_i), & \text{if } \delta_j = o_i \mapsto \tau_j \wedge (A, \Delta, A') \models \phi_j \\
o_i, & \text{otherwise}
\end{cases}
\end{align*}
\]
defines satisfaction of concept preservation constraints w.r.t. a previous and a subsequent system state. We evaluate satisfaction of the concept \( K \) for the source and target objects using the set of allowed source and target contexts, respectively, and the set \( \{ \phi_1, \ldots, \phi_m \} \) of transformation constraints. Provided that there is a valid transformation constraint \( \phi_j \) for an object \( o_1 \), the transformation result \( \delta_j(o_1) \) is added to the target context. Otherwise, \( o_1 \) is used. The strong correspondence \( \Leftrightarrow \) postulated for concept satisfaction before and after transformation, respectively, might seem unusual at first sight. That way we, however, facilitate to specify that a transformation result shall not satisfy \( K \) if the source objects did not. Suppose we have a folder \( f \) and a file \( fi \) such that \( \neg K_{\text{cons}}(f, fi) \) in the source context \( C \). In order to preserve that status when transforming \( f \) to \( \tau \) and \( fi \) to \( \tau' \), we can specify \( \text{pres}_k(\{(f \mapsto \tau, fi \mapsto \tau')\}, K_{\text{cons}}, \{(C), (C')\}) \).

6. Transforming the example Website instance

In this section, we transform “Calculation” to the Browser’s storage format \( BW eb \). Fig. 7 lists the corresponding transformation and preservation constraints, which seem quite bulky. In order to avoid defining them every time a website shall be transformed, one can specify profiles (as, e.g., proposed in [8]) generating the constraint set automatically whenever a Website instance shall be transformed to \( BW eb \). As another advantage, the constraint set scales well even for large websites, which underlines applicability of our approach.

The rest of this section is dedicated to algorithm generation. We have developed a formal procedure that generates algorithms working provably correct w.r.t. a given specification. We, however do not provide the formalism but rather exemplify it using our example. We successively construct a sequence of basic operations provably assuring validity of all constraints in Fig. 7. At this, we follow three guidelines: 1) Preserve nothing by default. 2) Construct as many objects as necessary, but as few objects as possible. 3) Process transformation and object preservation constraints first, concept preservation constraints last. When generating the transformation algorithm, we do not know what to preserve a priori. Moreover, certain parts will change during the transformation process and, thus, cannot or even must not be preserved. Therefore, we preserve nothing by default but rather demand the user to specify exactly those aspects he wants to preserve. The second strategy meets a central challenge in constraint solving — explosion of search space. Reducing the number of objects in the target website where possible, we reduce the search space. When applied to large (collections of) source objects, this procedure can significantly speed up algorithm generation. Strategy 3) is somewhat heuristic. When generating a transformation algorithm, we are bound to the transformations specified by transformation constraints. Having a constraint \( o \mapsto \tau \), for example, the generated algorithm has to include a transformation \( tr(\delta, o \mapsto o') \), \( o' : \tau \). The pre and post conditions of it, however, have to be generated according to the object and concept preservation constraints given. Since object preservation constraints — to our experience — impose more constraints on an object’s value than concept preservation constraints, the former are prioritized.

Fig. 6 visualizes the first four steps when processing the constraints of Fig. 7. In step one, \( w \mapsto BW eb \) is assured by transforming \( w \) using the operation \( tr(\delta_1, w \mapsto w') \). Since there is a \( 1 : 1 : 1 \) association \( eP \) between \( BW eb, Folder \), and \( HTML \), we have to create two additional objects \( f' \) : \( Folder \) and \( h' \) : \( HTML \), respectively, and set \( eP(w', f', h') \). That way we achieve a transformation \( \Delta := \{ tr(\delta_1, w \mapsto w' \} ) \).

The post conditions of the transformation and creation operations, respectively, assure the type invariants for \( BW eb, Folder \), and \( HTML \). In particular, the \( name \)-attributes of these objects conform to the respective regular expression.

In the next step, we process \( h1 \mapsto HTML \) and \( h2 \mapsto HTML \) deriving from constraint 2. Again, the transformations only assure the type invariants for the target objects. According to our strategy “As few objects as possible”, we now try to replace \( h' \) with either \( h1' \) or \( h2' \). Since this is
admissible, we generate two alternative transformations
\[ \Delta_1 := (\text{tr}(\delta_1 | w \rightarrow w'), \text{cre}(f'), \text{tr}(\delta_2 | h_1 \rightarrow h_1'), \text{set}(eP, (w', f', h_1'))), \text{tr}(\delta_3 | h_2 \rightarrow h_2')) \]
\[ \Delta_2 := (\text{tr}(\delta_1 | w \rightarrow w'), \text{cre}(f'), \text{tr}(\delta_2 | h_1 \rightarrow h_1'), \text{tr}(\delta_3 | h_2 \rightarrow h_2'), \text{set}(eP, (w', f', h_2'))) \]

deriving from the substitutions \([\text{tr}(\delta_2 | h_1 \rightarrow h_1') / \text{cre}(h'])\) and \([\text{tr}(\delta_3 | h_2 \rightarrow h_2') / \text{cre}(h'))\), respectively. Notice that substituting \(\text{tr}(\delta_3 | h_2 \rightarrow h_2')\) by \(\text{cre}(h')\), is not permitted because the resulting transformation would not assure \(h_1 \rightarrow HTML\). Moreover, \(\text{set}(eP, (w', f', h_2'))\) is shifted behind \(\delta_3\) in \(\Delta_2\) since associations may be set between existing objects, only.

The third step introduces \(\delta_4\) for \(d\) assuring the respective type invariants. At this point, the two transformation algorithms respect all transformation constraints.

In step four, \(\text{post}(\text{tr}(\delta_4 | p \rightarrow p'))\) is extended such that \(\text{pres}_a(p)\) holds (constraint 3.). We achieve this by specifying equality of all attributes of type \(PDF\) for \(p\) and \(p'\). Since we have modeled pdf-files as bit sequences, \(\delta_4\) constructs a target object with name and bitwise contents equal to \(p\). The IDs, however, change.

Transforming the html-files is more complex. As an example, Fig. 8 shows how to assure
\[ \text{pres}_a(h_1(HTML - \{name\}) [\text{Tag} \ominus \{\text{attrs}\} / \text{Tag}]). \]

Type \(HTML - \{name\}\) has exactly one attribute \(\text{content}\). Since \(Tag\) is no basic type and objects may be an attribute of at maximum one object, we have to transform \(h_1.content\). Clearly, this observation applies recursively and, thus, to all subtags of \(h_1.content\), as well. During the tag transformations, we have to preserve \(\text{Tag} \ominus \{\text{attrs}\}\) so as to guarantee the overall preservation constraint. In Fig. 8, \(\delta_5, \ldots, \delta_9\) transform the tags of “start.html”. Notice that the \(href\)-attribute of the \(<a>\)-tag is not preserved.

In order to demonstrate the effect of the type construction \((HTML - \{name\}) [\text{Tag} \ominus \{\text{attrs}\} / \text{Tag}]\) on the transformation output, we list the post conditions of \(\text{tr}(\delta_2 | h_1 \rightarrow h_1')\) and \(\text{tr}(\delta_3 | t_11 \rightarrow t_11')\) as an example:

\[ \text{post}(\text{tr}(\delta_2 | h_1 \rightarrow h_1')) = \{ h_1'.content \approx_{Tag \ominus \{\text{attrs}\}} h_1.content \} \]
\[ \text{post}(\text{tr}(\delta_3 | t_11 \rightarrow t_11')) = \{ t_11'.name = t_11.name \land \]
\[ t_11'.subtags \approx_{Seq(Tag \ominus \{\text{attrs}\})} t_11.subtags \} \]

Instead of equality, we demand \(h_1'.content\) and \(h_1.content\) to be indistinguishable w.r.t. \(Tag \ominus \{\text{attrs}\}\). These post conditions are generated automatically from the underlying preservation constraint. Notice that the content of the \(<\text{title}>\)-tag \(t_1111\) is preserved. Hence, \(t_1111'.contents = \text{“Calculation”}\). The second html-file is transformed analogously. In particular, the tag structure of “doclist.html” and the \(\text{content}\)-attribute of the \(<\text{a}>\)-tag is preserved. The latter assures the link to “calc.pdf” to appear equally when viewing “doclist.html” in a browser.

In the last steps, we turn to concept preservation constraints. In particular, we have to preserve the entry point and linking structure of \(w\) (\(K_{wP}, K_L\)). The upper part of Fig. 9 depicts the effects of constraint 6. For brevity, all following explanations will be given based on \(\Delta_1\) from above. In practice, the procedure introduced here would generate several possible algorithms respecting the constraints specified.

First of all, we detect that \(K_{wP}(w, f, h_1)\) holds in “Calculation”, i.e., in the context \(C_w\). Moreover, \(w\) and \(h_1\) are transformed to \(w'\) and \(h_1'\), respectively, in \(\Delta_1\). In contrast, \(f\) stays unchanged. In order to fulfill the underlying preservation constraint, we have to assure \(K_{wP}(w', f, h_1')\). This implies that \(f.name\) has to equal the value of the \(<\text{title}>\)-tag (“Calculation”) contained by \(h_1'\). Since this does not hold, objects are immutable, and the content of the title tag shall be preserved (constraint 4.), we have to transform \(f\). This transformation has not been specified initially, but is a mandatory transformation consequence as to preserve \(K^{con}\). In order to create as few objects as possible,
sible, the algorithm generation procedure replaces \( \text{cre}(f') \) in \( \Delta_1 \) by \( \text{tr}(\delta_{11}|f \mapsto f') \) with post condition \( \{ f'.name = t1111', content \} \). Since this post condition accesses \( t1111' \), which is the transformation result of \( \delta_{1} \), \( \delta_{10} \) is located after \( \delta_{1} \) in \( \Delta_1 \). Analogously, \( \text{set}(e_{P_1}(w', f', h1')) \) is shifted. If the string “Calculation” did not match the regular expression required for folder names, an error would be raised. 

\( w'.name \) is set to “Calculation”, the folders \( f1', f2' \) are created and the specified folder structure is guaranteed according to \( t_{w'.name} \). As another requirement we have \( h1'.name = \text{“index.html”} \). Therefore, \( \text{post}(\text{tr}(\delta_{2}|h1 \mapsto h1')) \) is extended by \( h1'.name = \text{“index.html”} \).

Notice that \( h2' \) and \( p' \) are still not subsumed within the folder structure of \( w' \). This is assured indirectly by preserving \( K^L \) (link consistency), which constitutes step 7 (lower part of Fig. 9). In the following we will only sketch this preservation task. As the source website has consistent relative links in “start.html” and “doclist.html”, they have to be preserved. For that purpose, the \( \text{href} \)-attributes of the \(<\text{a}>\)-tags in the created html-files \( h1' \) and \( h2' \) are adjusted according to the path structure in the target website. This is not forbidden by any preservation constraint. The link automaton for the target context is constructed according to the folder structure starting at the source folder of \( w' \). As to preserve link consistency, the link from \( h1' \) to \( h2' \) induces that \( f' \) contains \( h2' \). Analogously, \( f' \) has to contain \( p' \). The algorithm generation procedure now tries to place \( h2' \) and \( p' \) directly in \( f' \). This is possible according to \( K^L \). However, recall \( K^{E_P} \). There, we specified all html-files to be located in “html” and all other files in “resources”. So as to satisfy \( K^{E_P} \), we locate \( h2' \) and \( p' \) in \( f1' \) and \( f2' \), respectively.

Now we consider the link from “start.html” to “doclist.html” as an example. The \( \text{href} \)-attribute of the \(<\text{a}>\)-tag in “start.html” contains the relative path to “doclist.html”. Since “start.html” \( (h1) \) has been transformed to “index.html” \( (h1') \), we have to preserve the link concept for \( h1' \) and \( h2' \) in the target context. There, \( h1' \) is the link source, and \( h2' \) is the link target. Up to now, we do not know the value of the \( \text{href} \)-attribute in the \(<\text{a}>\)-tag of \( h1' \). We construct this value using the link automaton \( A'_L \) generated for the target website. The excerpts of \( A'_L \) relevant for the link between \( h1' \) and \( h2' \) are depicted in Fig. 9. The word that is constructed by a run from \( h1' \) to \( h2' \) in \( A'_L \) delivers the desired link. Setting the \( \text{attrs} \)-attribute of \( t1121' \) accordingly finally assures link consistency.

Herewith, algorithm generation is completed. We have applied our prototypical JAVA-based implementation to the running example. It generated one transformation algorithm the execution of which indeed constructed a target website satisfying the constraints specified. We have also tested this example with considerably more complex (static) websites, e.g., such containing circular link structures and having high degrees of connectivity. This resulted in up to 700 constraints that had to be satisfied. It turned out that a high degree of connectivity limits this approach since we have automated model construction on the target side. One possible bypass, however, is to group equivalent transformations (e.g., by their typing) and provide implementations for these equivalence classes. The preservation language then is used to model-check the transformation results w.r.t. the specification. Clearly, this significantly reduces the efficiency problem but shifts responsibility to the user. This section also indicated that constraint specification can be challenging. Therefore, we are currently working on a GUI for the framework’s implementation. We are convinced that – if supported by appropriate graphical tools – users can get familiar with the preservation-centric way of thinking quite quickly. As an advantage, algorithms are generated iteratively. This facilitates to see the effects of specified constraints immediately. Hence, our approach can be used to let the user construct his preservation constraints interactively. Notice that user interaction may be necessary anyway since we use model construction based on full FOPL.

### 7. Related work

In the following we sketch the most relevant work, only. Our proposal is most closely related to model-based graph transformation [3]. We share the basic ideas to strictly constrain model instances via typed entities and association multiplicities and to use semantic matching points for transformation application. In contrast to graph transforma-
tion being transformation-centric, our approach, however, is preservation-centric. Using the preservation language, the user specifies desired semantic properties that shall be preserved. Through our formal notion of concept preservation we then can derive necessary transformations.

The research published in [1] concentrates on preservation strategies. Model elements are also interpreted in algebras. Objects themselves are modeled as state sequences representing the objects history. An object is preserved if it has the same interpretation in all states of its life cycle. We, however, have no strategic view but aim at generating transformation algorithms for one specific transformation step.

In [7] document repositories are examined. Dependencies among documents in different system states are defined using a language of first order temporal logic. A consistency checking strategy is developed that pinpoint inconsistencies and suggests repair actions. This work inspired us to use FOPL formulas for concept specifications.

The Typed Object Model (TOM, [12]) incorporates and deploys type descriptions via a type brokerage system. It focuses on file format transformations but works on a semiformal level. We borrow the idea from TOM to base our notions for object preservation on subtyping.

8. Conclusion and Outlook

In this paper we have focused on a preservation-centric model transformation approach that has originally been developed to allow for computer-supported preservation in digital archives. We have argued that there are strong connections to other application areas as well, especially to the field of model-driven development. We pointed out that – for the application domains shown – transformations usually aim at preserving semantic invariants while transforming between different models. As a case study, we have used parts of the specification of a real-world web archiving system. We have applied our preservation language to constrain an internal model transformation process. Based on a formal information model, we have introduced transformation and preservation constraints that guide object transformations and even allow for an algorithm generation. As a benefit of our algorithmic view on transformation and the coherently formal approach, the generated algorithms can be proven to respect specified constraints.

Future work will cover three important issues. Up to now, constraints are evaluated iteratively. We believe, however, that a static analysis of the provided constraints will speed up our procedure. Here, a calculus for detecting implications among transformation and preservation constraints will be helpful. Moreover, we intend to make transformation less prone to unexpected interruptions by supporting more comprehensive definitions of consistent system states. Transformation algorithms then will produce consistent states as quickly as possible. Finally, we will examine hierarchical constraint specifications. This would be quite interesting for hierarchical systems specification and specification refinement. When, e.g., exchanging the Browser component of the running example, one surely wishes to preserve at least parts of the external view on the web-archive. We are convinced that our approach is applicable here and can be of benefit.
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Abstract

Design patterns document expert design experience in software system development. They have been applied in many existing software systems. However, pattern information is generally lost in the source code. Discovering design patterns from source code may help understand system designs and further change the systems. In this paper, we present a novel approach to discovering design patterns by defining the structural characteristics of each design pattern in terms of weight and matrix. Our discovery process includes several analysis phases. Our approach is based on the XMI standard so that it is compatible with other techniques following such standard. We also develop a toolkit to support our approach. An industrial size case study is conducted to evaluate our approach and tool.
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1. Introduction

Large computer-based systems are normally difficult to understand and change due to lack of software architecture and design documentation. After the deployment of the systems, the original architecture and design information is generally lost. Source code becomes the only source to understand the systems. However, source code is typically large in size and hard to comprehend. It is very time-consuming and error-prone to read source code manually. Understanding the systems is very important since it may help on changing them. Software systems generally should be amenable to changes due to constant changes of user requirements, platforms, technologies and environments. Change is a constant theme of computer-based system design and development.

To understand the source code of a computer-based system, we need to recover the original architectural and design decisions and tradeoffs. Software design patterns [9] document expert design experience and may help capture design decisions and record design tradeoffs. Thus, discovering design patterns used in a software system may recover the original design decisions and tradeoffs and help on the understanding and future change of the system. Most of design patterns embed future changes that may only affect limited part of a design pattern. This evolution process can be achieved by adding or removing design elements in existing design patterns. When the pattern-related information is recovered from the source code, the developers are able to take advantage of the design patterns to change the design and thus the whole systems.

In this paper, we propose a novel approach based on matrix and weight to discover design patterns from source code. In particular, the system structure is represented in a matrix with the columns and rows to be all classes in the system. The value of each cell represents the relationships among the classes. The structure of each design pattern is also represented in another matrix. The discovery of design patterns from source code becomes matching between the two matrices. If the pattern matrix matches the system matrix, a candidate instance of the pattern is found. Besides matrix, we use weight to represent the attributes/operations of each class and its relationships with other classes. In addition to the structural aspect, our approach investigates the behavioral and semantic aspects of pattern discovery. A toolkit has also been developed to support our approach.

Different from other pattern mining approaches, our approach is based on the XML Metadata Interchange (XMI) [25] that is an interchange format for metadata in terms of the Meta Object Facility (MOF) [23]. XMI specifies how UML models [4] are mapped into a XML file. By representing a UML model in XML, the UML model can be searched for patterns. Thus, our pattern detection techniques can be naturally integrated with other techniques and tools following the XMI standard.

The remainder of this paper is organized as follows: the next section describes an overview of our approach. Section 3 presents the details of our approach in terms of several analysis phases. Section 4 discusses a case study on the Java.awt [22]. The last two sections cover related work and conclusions.
2. Overview of the approach

Figure 1 depicts the overall architecture of our approach to discovering design patterns in the source code of computer-based systems. Our approach uses the XMI standard as the intermediate representation format. The object-oriented systems can be initially reverse engineered into UML diagrams by existing UML tools, such as IBM Rational Rose [24]. Since UML diagrams are typically saved in proprietary formats of the corresponding UML tools, a standard XMI format of the UML diagrams has been defined and the plug-in of these UML tools has been developed to export UML diagrams into the XMI format. For example, the plug-in of IBM Rational Rose is called UniSys which can translate UML class diagrams into XMI format. Using the XMI plug-ins, UML class diagrams can be transformed into files in XMI format. These XMI files include all system design information, such as classes, attributes, operations, and different relationships between classes. Instead of analyzing the source code directly, our approach analyzes these XMI files.

Our approach consists of three phases: structural, behavioral, and semantic analyses. The structural analysis phase concentrates on the structural characteristics of the system, such as classes and their relationships. We introduce a novel approach that can extract structural information from software system design into weight, matrix and type. The structural aspect of each design pattern is also represented similarly by weight, matrix and type. Thus, the structural discovery of design pattern can be simplified by calculating and matching a group of numbers, instead of geometrical elements.

The results of the structural analysis may include the detected instances that are actually not a design pattern. Although such instances satisfy the structural characteristics of a design pattern, they may not be the instances of such design pattern due to missing behavioral characteristics. Such instances are false positives. Each design pattern generally may include both structural and behavioral characteristics. Thus, the behavioral analysis checks the results from the structural analysis for false positives. In this phase, our approach may check back the XML files or directly into the source code. Different from the structural analysis, such checks aim at verifying particular part of the system. Therefore, we do not need to go through the whole files.

It may be hard to distinguish some design pattern instances, such as the Strategy and Bridge patterns, since they have the same structural and behavioral characteristics. In such case, our approach analyzes the semantic information of the pattern instances. When a design pattern is applied into a system, the developers may follow some naming convention and include the role information of a pattern when naming the classes. Therefore, our approach checks whether the naming convention can distinguish design pattern instances.

We automated the structural, behavioral, and semantic analyses in our DP-Miner tool so that the users only need to generate the XMI input from existing tools.

3. Pattern discovery using matrix

Large computer-based systems normally include a large number of classes in the source code. These classes may relate to each other in a fairly complex manner. An instance of a design pattern is typically a group of classes that are structured and interacting with each other in a particular way. Detecting such structure and interactions in a large system can be challenging and time-consuming tasks. To efficiently discover design pattern instances in a large design, we encode the information about the classes and their relationships into weight and matrix. Our approach includes three phases: structural, behavioral, and semantic analyses.

3.1 Structural Analysis

In the structural analysis phase, we propose to use weight and matrix to represent the structural information of the system and the design patterns to be discovered.

In our approach, we take advantage of an important property of the prime number, i.e., the product of prime numbers is always a unique composite number. In other words, any given number can be broken into the multiple
of a unique list of prime numbers. Hence a single number can represent a unique combination of prime numbers. Based on this property we associate each structural element with a unique prime number. We can associate the most frequently used structural element with the lowest prime number other than 1. We exclude 1 because 1 is the identity for multiplication. We associate the prime numbers to the structural elements starting from 2 and come up with the following table:

<table>
<thead>
<tr>
<th>Structural Elements</th>
<th>Prime number value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attribute</td>
<td>2</td>
</tr>
<tr>
<td>Method</td>
<td>3</td>
</tr>
<tr>
<td>Association</td>
<td>5</td>
</tr>
<tr>
<td>Generalization</td>
<td>7</td>
</tr>
<tr>
<td>Dependency</td>
<td>11</td>
</tr>
<tr>
<td>Aggregation</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 1 Prime Numbers of Structural Elements

Once we have every structural element associated with a unique prime number we can calculate the weight of each class and a matrix of the relationships between these classes. Both weight and matrix embed important information that allows us to integrate complex structural characteristics into numbers and matrices.

We define the weight of a class to be the multiples of the corresponding prime numbers to the powers of the total numbers of attributes, methods, and relationships associated with the class. The formula for calculating the weight of a class is:

\[
W = w_a \times w_m \times w_{ass} \times w_g \times w_d \times w_{ag}
\]

where \( W \) represents the weight of a class. Once we compute the weight of the class we can easily get ideas about the structural elements of the class. If the weight of a class is 5670, for example, then this number is a unique combination of the prime numbers associated with the structural elements. Hence 5670 is broken into \( 2^1 \times 3^3 \times 5^1 \times 7^1 \) which implies that there are one attribute and four methods in the class which has one association and one generalization relationships associated with it. In addition to relationships between classes, we consider the number of attributes and methods in each class because some design patterns require certain attributes and/or methods in their participating classes. For example, all participating classes of the Adapter pattern include at least one method as shown in Figure 6.

The value of \( W \) can become overflow due to potential huge value of the weight of the classes with a large number of attributes and methods. Optimizations are done to avoid such overflow conditions in Section 3.4.

Once we calculate the weight of a class which is symbolic of all structural elements, we can check whether a class in a system design belongs to a design pattern instance based on the single value of its weight. If a design pattern requires a particular class having minimum weight of 5670 then we can consider all classes with weight of 5670 or an integral multiple of it in a system design for that role of the design pattern. Thus, we can reduce the process of structural discovery of design pattern into simple arithmetical computations.

The relationships between classes are also critical in design pattern discovery. For each design pattern, there may be some relationships that have to exist. For this purpose we encode the relationships between the classes of a system design in a similar way as weight. In particular, we build a matrix that encodes the relationships between every two classes into a value of the cell corresponding to the two classes. In this way, the system design is encoded into an \( n \times n \) matrix where \( n \) is the number of classes in the system. Similarly, the relationships in a candidate design pattern are also encoded into another \( m \times m \) matrix where \( m \) is the number of participating classes in the design pattern. The discovery of design pattern is further reduced into the matching of the two matrices. To construct the matrix for both a system design and a design pattern we provide the following rules:

1. Initially the matrix is \( n \times n \) where \( n \) is the number of classes involved. Each row and column represents a class arranged in the symmetric order, i.e., row \( i \) and column \( i \) must have the same class name. Each cell initially has value 1.
2. For each class \( i \), if it has association relationship with another class \( j \) then we multiply the value of cell \((i,j)\) by 5.
3. For each class \( i \), if it has generalization relationship with another class \( j \) then we multiply the value of cell \((i,j)\) by 7.
4. For each class \( i \), if it has dependency relationship on another class \( j \) then we multiply the value of cell \((i,j)\) by 11.
5. For each class \( i \), if there is aggregation between siblings of class \( i \) to form an aggregate class \( j \) then the value at \((i,j)\) is multiplied by 13.

To calculate the weight and matrix, we can find all necessary information from the XMI file generated from source code, except the dependency and aggregation relationships. We will deal with the dependency in the behavioral analysis phase. It is generally hard to distinguish the aggregation from association in reverse engineering processes since the difference between aggregation and association is generally at semantic
level, which is hard to distinguish at code level. In our approach, rule 5 is not applicable. Discovering aggregation depends on the interpretation of the intent of the developer. It is not a syntax based aspect hence we cannot detect the aggregation relationship based on the information provided in the XMI file from source code.

We apply the first three rules for constructing the matrix based on the XMI file. Once we created the weight and matrix from the XMI file of the source code we can check whether a particular class satisfies the requirements of a particular role of a design pattern by matching the weight and matrix of a design pattern with those of a system design. If the weights and matrix of a group of classes in a system design is integral multiples of those of the corresponding classes of a design pattern, this group of classes is considered as a candidate instance of the design pattern. Examples of weight and matrix calculations are presented in 4.2.

Besides weight and matrix, we check class type, i.e., if it is an interface, an abstract or a concrete class. Some design patterns may require their participating classes to be of certain types. If we can find a group of such classes, each of which satisfies a particular role of a design pattern, we record them as an instance of that design pattern. This list of pattern instances discovered from the structural analysis contains a number of false positives that are removed in the later analysis phases.

3.2 Behavioral Analysis

Each design pattern typically includes both structural and behavioral aspects. The structural aspect describes the static organization of the classes and their relationships in the pattern. The behavioral aspect presents the dynamic collaborations among the participants in the pattern. Thus, only structural analysis is not enough for discovering design pattern. The results from structural analysis may include false positive instances. Behavioral analysis can help eliminate such false positive cases. Based on the results from our structural analysis we further check the expected behavioral (dynamic) characteristics of each instance.

The main goals of behavioral analysis include finding the dependency that exists between classes and if some class delegates the method call. Similarly to the structural analysis, each design pattern may have different behavioral characteristics. This analysis can be fairly complex based upon these characteristics of the design pattern. One of the main difficulties in behavioral analysis is that there can be various possible implementations for similar expected behavior. One of such examples is the behavioral characteristic of checking the existence of a method call from one class to an overridden method in the subclass. It can be diagrammatically represented in Figure 2. This dynamic behavior can be implemented in the Component class in the following different ways:

1. ((FlipBufferStrategy)bufferStrategy).getCapabilities();
2. bufferStrategy = new BltBufferStrategy(numBuffers, caps);
   bufferStrategy.getCapabilities();
3. BufferStrategy var=new BufferStrategy();
   var=(SingleBufferStrategy)bufferStrategy;
   var.getCapabilities();

In all these three different implementations the behavioral characteristics are the same. There can be several other implementations as well. Hence the knowledge is hard to grasp at the implementation level. We need to abstract the idea behind the implementation which is the same for all different implementations.

To solve this problem of implementation variations, one of the solutions is to first represent the source code in a Control Flow Graph (CFG). This would later help in construction of sequence diagram for that code accurately, independent of the ways it is implemented. Recent work [16] has been done for static control-flow analysis and would be available as a plug-in for Eclipse in near future.

![Figure 2 Instance of the Strategy pattern](image)

**Figure 2 Instance of the Strategy pattern**
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**Figure 3 Abstract Factory Pattern Instance**

In our approach, we try to identify these behavioral characteristics of each design pattern by scanning certain part of source code. Based on the results from our structural analysis, we have already found the candidates of design pattern instances. Thus, we can narrow down our search to certain files or classes, which can significantly reduce the scanning space.

For example, the dependency relationship is an important characteristic in some design patterns, such as the Abstract Factory pattern shown in Figure 3. This instance of the Abstract Factory pattern requires two groups of inheritance trees that are linked by
dependency between subclasses. To confirm such a pattern during behavioral analysis, hence, we only need to scan the ConcreteFactory1 and ConcreteFactory2 classes for such dependency.

3.3 Semantic Analysis

Most of the false positives can be eliminated in the behavioral analysis phase. However, there are certain closely related design patterns which are similar with respect to their structural and behavioral aspects but just different by their intent with which they were created. The Strategy and State patterns, Strategy and Bridge patterns are examples of such pairs of design patterns.

There are several ways for removing such ambiguous instances of design patterns from the results of the structural and behavioral analyses:
1. Searching the design documentation of source code.
2. Searching the in-line comments in the source code.
3. Getting clues from naming conventions of classes.

The first method generally works the best. However, the design documentation is not always available. It is quite common that the design documentation is lost, which is one of main reasons for reverse engineering. In the second method, in-line documentation generally describes the functionalities of a class, instead of pattern-related information. In addition, both the design and in-line documentation is likely to remain unchanged even when the corresponding code has been changed. The third method seems to be pretty relevant since the designers/developers are typically required to follow some convention when naming classes, attributes, and operations, whose names are generally not changed over time. Such naming convention sometimes may give us clues on their originally intent. For example, Figure 2 presents a pattern instance that we discovered from Java.awt based on our structural and behavioral analyses. Initially, our approach cannot distinguish whether it is an instance of the Bridge or Strategy pattern. After we investigated the case closely, we found the naming convention actually indicates it is an instance of the Strategy pattern since several class names include “Strategy” as substring. Thus, the Component class plays the role of Abstraction. The BufferStrategy class plays the role of Implementor. The BltBufferStrategy, FlipBufferStrategy and SingleBufferStrategy classes are the concrete implementors. Based on this study, we provide additional semantic analysis in our tool to check whether the naming convention has any clues to distinguish pattern instances that are similar in their structures and behaviors.

The limitation with this approach is that not all classes presented in a design pattern may be named with pattern-related information. In addition, the reverse engineering process is often applied to the implementation which is part of legacy code that might be developed without the pattern knowledge in consideration. Hence the naming conventions of classes might not always contain any clue for design pattern.

In our case study on the Java.awt package we found some classes include “Adapter” in their names. These classes are ContainerAdapter, ComponentAdapter, DragSourceAdapter, DropTargetAdapter, FocusAdapter, HierarchyBoundAdapter, KeyAdapter, MouseAdapter and WindowAdapter. Although these class names contain “Adapter”, they are not qualified to be instances of the Adapter pattern due to two main reasons. First, the above Adapter classes are abstract classes instead of concrete classes. Second, there is no Adaptee presented in these instances. These Adapter classes are actually partial instances of the Adapter pattern, which are left open for future development or left for the users to provide their code for implementation of, e.g., the Adaptee class. As a result, we conduct the semantic analysis after structural and behavioral analyses.

3.4 Optimizations

In the previous sections, we present our novel approach on reducing pattern matching problem into weight and matrix calculations. In this section, we introduce some optimizations of our approach to deal with large cases. With a large number of attributes, methods and relations, the weight of a class can be a very large number that may cause overflow in practice. For software packages like Java.awt that contains 458 classes and 111 interfaces, the matrix construction time takes 28 seconds in our approach, which is not very good. For this purpose, we optimize our approach to improve scalability and performance in the following processes: (1) Weight calculation for class; (2) Matrix construction process.

Our original approach on calculating the cumulative weight of each class works fine for the applications with a small number of classes which have a small number of attributes, method and simple relationships among them. When we consider large software system, such as Java.awt, however, it has the scalability problem. The weight variable suffers an overflow. Consider the KeyEvent class with more than 150 attributes in Java.awt. Its weight is over $2^{150}$ which definitely results in overflow. To solve this problem, we optimize our weight calculation method.

Consider the design patterns to be identified; the number of attributes in any class participating in a design pattern is typically a small number. For example, the 23 patterns presented in [9] have at most one attributes in any class of each design pattern. Similarly, the number of operations in any class participating in a design pattern is also a small number, e.g., less than five.
in all GoF patterns. If a class in an application has more than five operations, thus, it is not meaningful to calculate its weight in terms of all operations. Based on this observation, we optimize our weight calculation method by considering at most five attributes and operations in each class. If a class has more than five attributes/operations, we consider this class has five attributes/operations in our weight calculations. Hence the maximum weight of a class after calculating the attributes and methods is $2^5 \times 3^5 = 7776$.

For the relations between classes, we also optimize our methods based on the observation that two classes normally have only one instance of each relationship in a design pattern. For example, two classes may have at most one instance of generalization relationship. Although two classes in a software system may have multiple association and dependency relationships, there is generally only one instance of each kind of relationship between classes in a design pattern. Thus, it is not relevant to consider more than one instance of each kind of relationships in our weight calculations. Based on Table 1, the weight bases of the generalization, association, and dependency relationships are 5, 7, and 13, respectively. Hence, the maximum weight of a class becomes: $2^5 \times 3^5 \times 5 \times 7 \times 13 = 31352832$. This solves the problem of class weight overflow.

Similarly to the weight, we optimize the matrix calculation which represents the inter-class relationships. Since our matrix only encodes the relationships between classes, we consider only one instance of each kind of relationships when we calculate each cell of the matrix. Even though two classes of a software system may have more than one instance of the same kind of relationships, we only consider one instance of such relationship. For example, suppose ClassA and ClassB have three association relations starting from ClassA to ClassB and one generalization from ClassA to ClassB. Then the resulting value of the cell in the row of ClassA and the column of ClassB is $7 \times 5 = 35$ instead of $7^5 \times 5 = 1715$. This optimization is based on the similar facts as we restricted the number of attributes, methods and relationships during class weight calculation. Hence our approach restricts the maximum value of any cell of the matrix to $7 \times 5 \times 13$, i.e., 455.

Another optimization on calculating the matrix is to change the way we scan the XMI file. Initially, we scanned the XMI file by relationships, i.e., we look for all occurrences of one relationship between classes and multiply the corresponding cell before those of next relationship. Although it may save some time on calculating the matrix, it requires scanning the XMI file several times. In practice, we found that saving time on scanning the XMI file is more critical than calculating the matrix. Thus, we revised our algorithm to get the list of all possible relationships in which a class involves and then set the value of all cells in the row of the particular class depending on that list. In this way, we can calculate the matrix with a single iteration on the XMI file. These optimizations reduce the matrix construction time for Java.awt to 15 seconds.

4. Case Study

In this section we present a case study on the Java.awt package in JDK 1.4 using our approach to discovering design patterns. AWT stands for Abstract Windowing Toolkit, a powerful and flexible Java class library for the development of Graphical User Interface (GUI). It contains rich user components like Frames and Panels which ease GUI development and can run on any platform. The definition of each such component also contains a range of actions which can be performed on a specific event associated with the component. The AWT package also contains different layouts for placing components like Scrollbar, Buttons, etc., onto containers like Frame or Panel. These layouts do not depend on window size or screen resolution [22]. The java.awt package consists of 346 files. These files contain a total of 485 classes (including inner classes) and 111 interfaces. It is large open source software.

In this case study on the Java.awt package we used a PC with 3.4 GHz Pentium processor, 1 GB of RAM and Windows XP operating system.

We developed a toolkit, DP-Miner, to support our approach described in the previous section. In this case study, we use DP-Miner to first calculate the weight of all classes and the matrix describing their relationships in the Java.awt package. We then describe the discovery of some design pattern instances based on our structural, behavioral, and semantic analyses.

4.1 Weight and Matrix

As discussed in the previous section, the weight of each class represents the number of attributes/operations in the class and the relationships with other classes. Figure 4 displays a screen shot of DP-Miner showing the weight of each class. The rightmost column lists all classes in the java.awt package with their corresponding weights in the second rightmost column. These weights are computed based on the number of attributes, methods, outgoing associations, and outgoing generalization relationships, which are shown on the same row. For example, the weight of class SelectiveAWTEventListener is 34020, which contains 2 attributes, 5 methods, 1 association, and 1 generalization relationship. Only 5 methods are counted in the weight although Figure 4 shows it has 6.

Some classes may have more than one outgoing generalization relationships because our current
approach treats the following two scenarios to be equivalent: (1) class i extends class j, (2) class i implements interface j. Therefore, a class may have multiple parent classes that are either an abstract class or interfaces.

Figure 5 presents the matrix that encodes the relationship information between all pairs of classes. All classes and interfaces are listed both at the top row and the leftmost column of the matrix. Each cell (i,j) represents the value of relationship from class i to class j. If there exists at least one association relation from class i to class j, the value of the cell (i,j) is set to 5. Similarly, if class j is a generalization of class i then the value of cell (i,j) is 7. Currently the aggregation and dependency relationships are not represented in the matrix thus the highest value of a cell can be $5^1 \times 7^1 = 35$.

Since the value of each cell in the matrix is the product of several prime numbers, we can decode the corresponding relationships from this single value of each cell. For instance, the value of the cell (SelectiveAWTEventListener, AWTEventListener) is 35 that equals to $5 \times 7$ in Figure 5. Thus, we know the SelectiveAWTEventListener class inherits from AWTEventListener class. There is also an association relationship between them.

4.2 Pattern Discovery

Consider the discovery of the Adapter pattern whose intent is to convert the interface of a class into another interface clients expect. The class diagram of the Adapter pattern is shown in Figure 6.

In our structural analysis, we need to calculate the weight of each class in the Adapter pattern and the matrix describing the relationships between these classes. Based on our approach described in the previous section, the weight of Target is 3 (1 method), the weight of Adapter is 105 (1 method, 1 generalization and 1 association), and the weight of Adaptee is 3 (1 method).

The matrix of the Adapter pattern is shown in Table 2.

Once we constructed the weights and matrices of both the Java.awt package and the Adapter pattern, we can find whether the package contains instances of the Adapter pattern following our approach described in the previous section. In particular, we first identify instances of Adapter based on the structural analysis, and then we can eliminate false positives based on the behavioral analysis. There are no ambiguity issues for Adapter hence the third phase is not applied.

The structural analysis becomes simply calculating whether any weights of a group of classes in Java.awt are integral multiples of those of the Adapter pattern as well as whether the corresponding cells of the Java.awt matrix are integral multiples of those in the Adapter matrix. The Adapter pattern matrix does not have to be exact sub-matrix of the Java.awt matrix, matching all corresponding cells.
4.3 Results

Using DP-Miner, we discovered 21 Adapter pattern instances. The time taken for discovering these instances was 2.44 seconds after the matrix was generated. Figure 7 shows the snap shot of our tool displaying results of the Adapter pattern. Figure 8 shows the UML class diagram of the third instance of the Adapter pattern in Figure 7 found by our tool, where the RasterOp, AffineTransformOp and AffineTransform play the roles of the Target, Adapter and Adaptee, respectively. All operations in Interface RasterOp are implemented by AffineTransformOp. Hence they are candidates of the Request method of this instance. The “xform” variable is for the association relation between AffineTransform and AffineTransformOp. The following statement:

\[
xform.transform(pts, 0, pts, 0, 4);
\]

is defined in the method named “get2DBounds” in AffineTransformOp. Thus, the “get2DBounds” method plays the role of the Request method in the Adapter class, whereas method “transform” in AffineTransform plays the role of the SpecificRequest method in Adaptee.

We found Figure 8 actually contains two instances of the Adapter pattern with different Target classes but sharing the same Adapter and Adaptee classes. Hence another interface BufferedImageOp playing the role of Target is implemented by AffineTransformOp playing the role of Adapter. The following statement:

\[
int type = xform.getType();
\]

is defined in the “filter” method in AffineTransformOp. Thus, the “filter” method plays the role of Request, whereas the “getType” method plays the role of SpecificRequest.

One of the critical aspects of our discovery is the signature of the methods. The AffineTransformOp class implements two interfaces: BufferTransformOp and RasterOp. Both interfaces define the methods with the same name (called “filter”) but different return types and parameters. The signature of the “filter” method defined in the BufferedImageOp interface is:

\[
public final BufferedImage filter(BufferedImage src, BufferedImage dst)
\]

The signature of the “filter” method defined in the RasterOp interface is:

\[
public final WritableRaster filter(Raster src, WritableRaster dst)
\]

Hence we need to take the return types and parameters of methods into consideration during the behavioral analysis. When confirming the second instance, DP-Miner checks if the “filter” method with BufferedImage, instead of WritableRaster, as return type invokes a method defined in AffineTransform. If the invocation does not exist in the proper “filter” method, the second instance is a false positive.
In a similar fashion, we applied our tool and found 3, 76, and 65 instances of the Composite, Strategy, and Bridge patterns, respectively, in the Java.awt package. We have manually checked the source code and document of Java.awt and found all detected patterns have correct pattern characteristics.

5. Related Work

Tsantalis et al. [18] applies an existing similarity score algorithm to detect design patterns. Each class relationship, such as generalization, creation, and delegation, is represented by a matrix. Every pattern characteristic is also presented by an \( n \times n \) matrix. Thus, many matrices are used in their representations. The detection of design patterns is achieved by calculating the similarity matrices using the existing similarity score algorithm. In contrast to their multi-matrix approach, we encode all design information into a single matrix using prime numbers. Thus, our detection task can be reduced to simple arithmetic rather than complex matrix computations. Besides, our approach uses exact match instead of approximate match.

Balanyi and Ferenc [3] introduce a method to recover design patterns using a XML-based language, called Design Pattern Markup Language (DPML). The structural information of a design pattern, including the participating classes, their attributes and operations, and their relationships, is specified in DPML. The Abstract Semantic Graph (ASG) is constructed to represent the source code. Therefore, finding a design pattern in their approach is to find sub-structures in ASG which match its DPML descriptions. Their approach is different from ours in that they have two representations, ASG and XML for source code and pattern specifications, respectively. Pattern matching in their case is from one kind of representation to another. Our approach uses XMI as the intermediate representation for both source code and patterns without any issues with different representations. We also introduce weight and matrix.

Asencio et al. [2] develop a pattern recovery system called Osprey. C/C++ source code is parsed using Imagix. The information is stored in XML file since XML helps validating the output of their Imagix scripts. Their pattern recognizer, developed using a structural specification language based on set theory, can discover patterns from their internal representation of source code. Although XML is used, the main goal is to help validate the output of Imagix scripts, not as intermediate representation for pattern discovery since XML is converted into Osprey internal representation. In contrast, our approach directly uses XMI as the internal representation in our pattern recovery process.

Antoniol et al. [1] use the Abstract Object Language (AOL) as the intermediate representation for pattern discovery. To improve the recovery process, they extract class characteristics, such as the numbers of attributes, operations, and relations, from AOL Abstract Syntax Tree (AST). In addition to the class metrics, we introduce weight and matrix that can be calculated from these metrics. In this way, we can integrate several metrics into a single value. Thus, our pattern discovery process is reduced into arithmetic computations.

Guetheneuc et al. [10] propose to fingerprint design pattern from source code using machine learning techniques. Size, filiations, cohesion, and coupling are their metrics. Classes that do not match these metrics are eliminated from the candidate set so as to reduce the search space. Our approach also uses metrics similar to size and filiations, but not cohesion degree and coupling degree. Instead of applying machine learning techniques, we reduce the searching problem into simple computation problem.

A top-down-bottom-up recovery approach based on FUJABA [21] platform and AST internal representation is presented in [14][15]. Both top-down and bottom-up search on AST work independently to check each other’s search results to speed up the search speed. In an extension of FUJABA work, Wendehals [19] suggests using runtime data to check the behavioral aspect of patterns dynamically. The runtime information is gathered during program execution using a debugging tool. We use different intermediate representation and search process. Our search process consists different phases, each of which narrows down the search scope based on the input candidate set. Our behavior analysis does not need to manually collect runtime information. It is realized automatically.

Heuzeroth et al. [11] emphasize the importance of both structure and behavior of design pattern because neither structure nor behavior analysis alone is sufficient. AST is used as an intermediate representation of source code. Structure specification contains Prolog predicates, whereas dynamic constraints are defined as Prolog procedure based on temporal logic of actions (TLA) [12]. Our approach, on the other hand, uses different intermediate representation and considers not only structural and behavioral but also semantic aspects.

Keller et al. [13] use the SPOOL, an environment for reverse engineering of design components based on structural information extracted and represented using both UML metamodel and CDIF Intermediate Source Model. Their pattern identification is through query. The System for Pattern Query and Recognition (SPQR) is proposed by Smith and Stott in [17]. They do not hard-code pattern definitions, but infer pattern variants dynamically during code analysis with the help of a theorem prover. Both approaches use different techniques from ours.
6. Conclusions

In this paper, we presented a novel approach to reverse engineering design patterns from source code. We introduce weight and matrix that facilitate the pattern matching process as arithmetic computations. Different from other pattern mining approaches, our intermediate representation is based on XMI standard, which allows our techniques and tools to seamlessly integrate with other tools following such industry standard, such as IBM Rational Rose [24] and ArgoUML [20]. Our approach includes different analysis phases: structural, behavioral, and semantic analyses to reduce false positives. We also conduct a real-world case study to evaluate our approach and tool.

Our future work includes applying data-mining techniques on matching pattern weight and matrix to those of the systems and applying sparse matrix algorithms for storage and computation. Our approach currently can detect four patterns. Other patterns can be detected similarly, which will be included in our tool. In addition, we plan to integrate this work with our other work on design pattern compositions [5][6] and evolutions [7] to achieve round-trip pattern engineering. Furthermore, the detected design pattern instances can be visualized using our VisDP tool [8] to display the identified patterns in the context of the whole class diagram of the system. We plan to include our detection results as stereotypes in the input XMI file of VisDP because DP-Miner provides all necessary information.
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Abstract

Architectural quality constitutes a critical factor for contemporary software systems, especially because of their size and the need for frequent, quick changes. For success-critical business systems, architectural decisions are of high risk for the market share and even for the existence of enterprises. These decisions are important for design processes as well as for refactoring. Because of the complexity of the decisions, e.g., uncertain, contradicting goals, unknown effects and risky conditions, decision-making is a difficult and risky task. Risks can be minimized if the decisions are made systematically. In an earlier paper, we introduced methods of Decision Theory to perform such decisions in a rational way. This paper introduces a method for evaluating alternatives of architectural decisions, for both architectural design and refactoring. This method adopts elements of the scenario-based evaluation method ALMA [1]. A practical example illustrates the application of the improved decision process.
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1. Introduction

The complexity of software-intensive systems is increasing rapidly. Many of them are critical for the existence of an enterprise. If such a system could not be adapted to changed market needs, this would lead to a loss of market share. Missing flexibility and maintainability represent high risks for mission-critical software. Some of the architectural decisions during the development and evolution of systems of this kind are frequently called strategic ones, because they determine future decisions and measures. Examples for such decisions are the definition of a middleware platform, of a database management system (DBMS) or an architectural style for distribution and cooperation between subsystems. Such decisions bear a high risk, because later changes require high effort and – even more important – delays. Unfortunately, these decisions are hard to make:

- The objectives and conditions are mostly complex, partly contradicting, and not completely known;
- Solution alternatives are hard to evaluate, because their consequences are mostly uncertain.

To reduce risks and to facilitate such decisions, a methodical and rational procedure was developed [2], based on the Decision Theory. Additionally, Impact Analysis is required to forecast the consequences of an alternative e.g., quality improvements, side effects and implementation effort. The identification of the consequences of a particular change in the software engineering domain is called Impact Analysis [4],[5]. Even if such a way of decision-making requires some effort, it increases the overall efficiency of the development processes by reducing risks. As a result, architectural decisions are made less subjectively.

The formerly developed procedure of rational decision-making [2] includes the following phases, as shown in fig. 2: identification of objectives, description of the architecture, and selection, analysis and evaluation of the alternatives. The benefit of this process results especially from the reduction of ambiguity, uncertainty and fuzziness of objectives and conditions, and from the way of weighting the consequences related to a broad variety of aspects.

Even if made in a rational way, the decisions are based on a proper establishment, selection and evaluation of architectural alternatives. Especially the Impact Analysis has to be done in a systematic way, because it is highly complex: Accurate positive and negative quality impacts have to be determined, and various side effects and conditions have to be considered, e.g., restrictions resulting from previous decisions. Furthermore, the Impact Analysis bears an uncertainty because it is related to a future – currently not existing – architecture, which has to be managed. The Decision Theory as the basis of the decision process does not provide methodical support for the Impact Analysis of architectural decisions, it just gathers the results.

Analyzing the Impact of alternatives, based on an evaluation of several executable prototypes of the resulting software system is too effort and time consuming for most cases. Estimations would require less effort, but pure subjective estimations bear the risk of
being vague, too optimistic or too pessimistic. Wrong or unrealistic estimations would lead to wrong decisions. However, additional effort for an Impact Analysis is justified if it is related to the risk of wrong decisions. If a wrong decision for a business critical system would lead to an organizational-wide delay of new products and services, e.g., if the distribution of a product is impossible for some days, it would have been much better to spend one or two days in making the best decision.

The goal of this paper is to extend the decision process on architectural alternatives by a scenario-based Impact Analysis. This Impact Analysis is developed with strong similarities to scenario-based methods of architectural assessment, especially ALMA [1]. Since ALMA was developed with different goals, it could not simply be integrated.

This paper is organized in the following way: At first, three major State of the Art approaches for Impact Analysis are compared and evaluated in section 2. In section 3, the decision process [2] is explained in brief. In section 4, the case study is introduced, which is applied in section 5 to illustrate the introduction of the an Impact Analysis to the decision process in detail, by showing its activities in a refactoring decision. In the conclusion, evaluation results and open issues are discussed.

2. State of the Art in Impact Analysis Approaches

The Impact Analysis was introduced to the software engineering domain because side effects related to a change constitute highly critical issues [4][5]. Side effects can occur in unchanged components, which are related to the changed ones, e.g., by dependencies, constraints or import-export relations. An Impact Analysis can be done before or after an implementation of a change.

Any Impact Analysis approaches have to reduce uncertainty and risks of the architectural decisions. In the background of this paper, the different approaches are therefore compared according to the following criteria:

Degree of reduction of uncertainty and risk: There are different way to reduce uncertainty and risks related to the design process, e.g., a prevention of subjective influences and uncertainty, as well as a systematic, rational procedure, an explicit manifestation of dependencies and constraints in models, and an analyses of dependencies such as side-effects.

Ability to forecast quality improvements, effort and functional changes: Quality properties of an software architecture are usually regarded as more important than functional properties. An Impact Analysis has to evaluate quality properties e.g., maintainability, portability, robustness, performance and scalability. Furthermore, the implementation effort and the impact on the functional behavior are important criteria.

Ability to manage the complexity of architectural decisions: Software systems and their architectures are highly complex. They are characterized by strong interrelations and constraints. Decision-making by humans requires for abstractions and simplifications to master this complexity.

Appropriate for usual development processes: The Impact Analysis has to fit into the decision process [2] as well as into development processes seamlessly.

Additional effort: The extra effort of the decision-making – including the one of the Impact Analysis – should be as low as possible. However, the higher the risk of a decision, the more effort is justified.

Degree of tool support and automation: Tool support and automation of the Impact Analysis would reduce its extra effort and would increase the efficiency of software and system development.

The following three major Impact Analysis approaches are investigated, described, and analyzed in the following section, whether they fulfill the criteria or not.

Graph-Based Analysis

The impact of architectural changes to a system is caused by dependencies between its parts. To describe an architecture formally, a graph-based model represents one option. In a graph model, the system’s components and dependencies are expressed by nodes and edges. Graph analyses [4] can then be applied to investigate the effects of an architectural change: the more nodes are effected by a change, the higher is the effort. Path analyses can be applied to identify potential effects to the functional behavior. The establishment as well as the analysis of a graph-based model can be performed in a rather systematic way, thus the risks of subjectivity and uncertainty do not apply. However, most quality properties such as maintainability, reliability and robustness of a system are hardly to model within the same graphs representing the structure of that system, therefore this approach is not suitable to all relevant criteria. Performance can be mentioned as a non-functional criterion which can be evaluated well using graph-based analyses.

The formal description of a complete architecture including the architectural alternatives requires a much higher effort than a semi-formal one as usual for documentation purposes, because the complete system in-
clusing all details of its parts and its environment has to be described formally to enable an analysis. Graph-based analyses offer some potential for integration into usual development processes because they are based on models which could be established within the design phase. Their application requires special skills. Tool support is available for performing analyses, however the establishment of a graph model has to be performed manually.

Graph-based analyses are to some extend suitable to perform an Impact Analysis for architectural decisions, however they cannot be applied for most criteria as well as for low effort analyses.

**Simulation**

The simulation of the runtime behavior represents another method to analyze the consequences of architectural changes. Most simulation approaches focus on events, which are triggered by rules, and the traces of their effects.

To simulate an architecture, the relevant parts of the architecture, e.g., subsystems or components, are modeled by an Architecture Description Language (ADL), e.g., Rapide [16]. Components, interfaces and dependencies are modeled to express the structure of a system. Additionally, events, rules and trigger have to be defined to enable a simulation of the runtime behavior of the architecture after a change. The events are triggered through the defined rules and a tool captures and traces the effects [16]. If all relevant parts of an architecture are described, the resulting model can be executed to perform simulations.

To analyze architectural changes, the model has to be evolved prototypically according to the necessary changes. Establishing and evolving such architectural models requires a high effort, because the both the model and the prototype have to be modeled up to deep details. As a result, the developer can check if the events are processed correctly. Additionally, the impact on the performance can be analyzed.

The simulation is useful, if the performance of the software system is the most critical aspect of an architectural decision. Furthermore, the simulation eases the analysis if the functional behavior of the software system before and after changes. However, a concept is missing to analyze the quality-related consequences, like the impact on the portability or maintainability, in a systematic way.

Similar to graph-based analyses investigated above, simulation approaches offer some potential for integration into usual development processes because based on models. Furthermore, their application requires special skills, especially for establishing the models. Tool support is available for performing the simulations, however the establishment of the models requires high manual effort.

This high effort is only justified, if the simulation does help to solve very high risks concerning correctness and performance. The approach is less suitable if other non-functional criteria are more important.

**Scenario-Based Analysis**

A scenario-based architectural analysis consists of a formal review for the assessing a software architecture. The analysis is performed by developers in the way of a walkthrough following to a scenario, which is a peer-review following to that scenario. The Architecture Tradeoff Analysis Method (ATAM) [6] is one of the most popular methods, offering advantages in comparison to other scenario-based analysis methods [7]. ATAM describes a complete process of preparing and performing the walkthrough (see fig. 1). According to the relevant evaluation criteria, a scenario has to be established. For evaluating the correctness, a use case scenario is applied. Maintainability can be checked by following a change scenario. The selection of a scenario represents the most critical issue, because a wrong scenario does not help to discover deficiencies.

![Figure 1. Phases of the scenario-based analysis by ATAM](image)

The Modifiability Analysis Method ALMA [1] was developed based on ATAM, because ATAM is a general evaluation method, and an Impact Analysis requires specialized scenarios. ALMA includes some pre-defined scenarios for an evaluation regarding modifiability and therefore it can be applied here.

By performing the defined procedure by humans, a walkthrough is less objective than a graph-based analysis or a simulation. As a consequence, there are only limited opportunities for tool support and automation. To reduce the subjectivity, it has to be decreased by a proper organization of the team interaction. The effort can be reduced by investigating only the relevant parts of an architecture, affected by a change. However, the changes of concern have to be implemented to some extend to provide a basis for the walkthrough. In terms of effort reduction, only prototypical implementations are developed. In contrast to the aforementioned approaches, the developers can deal with syntactically and semantically incomplete models thus...
reducing the modeling effort prior to the Impact Analysis.

As an advantage in comparison to the aforementioned approaches, all required quality criteria can be assessed by applying proper scenarios.

According to the risk level, analyses can be performed in a more or less sophisticated way, thus increasing or decreasing the required effort correspondingly.

The scenario-based analysis is able to manage the complexity of architectural decisions in a good way, because abstraction, hierarchical structuring and views can be used both in modeling and in performing the walkthrough. The approach fits well into usual development processes, because the establishment of prototypes can be performed within the iteration cycles.

It can be stated that a scenario-based approach is suitable in the best way for analyzing the impact of alternatives within an architectural decision process. In section 5, some central elements of the ALMA method will be applied in our process.

3. The Decision Theory Based Process

Decision-making for architectural development and reengineering is unable to reduce risks of mission-critical projects if performed in a subjective way and without a methodic procedure. To reduce the risks and to facilitate such decisions, a methodical and rational procedure was developed [2], based on the Decision Theory. Decision Theory facilitates a systematic and rational decision making, especially if competing objectives, side effects and uncertainty have to be considered [8]. Such decision making is broadly applied to solve economic decision problems, e.g., for financial investments. To improve the comprehension of the reader, an overview over the extended decision process is given here. Fig. 2 shows the overall structure of the process. In this section, the phases are explained in brief, and the introduction of the Impact analysis to phase 3 is explained in the next section. Only this phase is affected by the extension presented in this paper.

Identification of Objectives and Conditions

At first, all objectives and conditions relevant for a decision have to be identified. They are the central criteria for the whole architectural decision. In the case of competing, uncertain or fuzzy objectives this phase is a critical one.

The objectives are derived from the yet unsatisfied non-functional and functional requirements, which are relevant for an architectural artifact, e.g., a subsystem or a component. In the frequent cases of being incomplete, vague, inconsistent or competing, the objectives are refined and classified into two categories: mean objectives and fundamental ones. The fundamental objectives are the primary ones; they bear a high value for the stakeholder. Means objectives are those contributing to the fundamental ones; their results help to achieve the fundamental objectives. In addition to the classification, the objectives are structured and prioritized. The priorities help to solve conflicts. Furthermore, the priorities are applied for reducing the number of objectives under review, to reduce the overall effort for a decision.

In addition to the objectives, the conditions have to be identified. There are three types of conditions: organizational and technical ones as well as conditions caused to previous decisions. Organizational conditions are defined by an enterprise or by a customer, e.g., enterprise strategies, know-how of the staff, deadlines, budget. Usually they are hard to change. Technical conditions are represent the technical environment a product is developed for or developed in, e.g., standards, tools and protocols. These conditions tend to be variable over time. Conditions of both types are usually identified using checklists. The third type of conditions result from previously made operational or strategic decisions and from their implementation. Both objectives and conditions are in phase 3 applied as the criteria for evaluating the architectural decisions.

Description of the Architecture

In the second phase, a description of the current state of the software architecture in form of an architectural model is developed. This model serves as the basis for establishing prototypes for the later evaluation of the alternatives. The model includes all parts of the architecture, which are relevant for the actual architectural decision, like components, interfaces and relations. For example, if improving maintainability of the database access is an objective, then all parts of the architecture have to be described, which are related to the database access. The more risky a decision, the more parts of the architecture are important enough to be described. To reduce uncertainty and risks, the de-
The described model has to be consistent and clear to understand – with respect to the criteria relevant to a certain decision. Usually, an architectural model is separated into views and described by a set of diagrams, in some cases using an Architectural Description Language (e.g., ACME [9], xADL [10]), or UML.

Preselection and Analysis of the Alternatives

In the third phase of a decision, suitable alternatives are established and their consequences are analyzed. To reduce the effort of analysis and evaluation, the number of alternatives under review is reduced stepwise, while consulting the objectives, the conditions and the risks.

The alternatives for architectural decisions are established based mostly on the experience of the architect. They stem from a variety of sources of two main categories: abstract and technological solutions. Abstract solutions as architectural and design patterns, architectural styles or heuristics belong to the first category. These solutions have to be instantiable and implemented to provide a solution and to achieve the objectives.

Technological solutions as the second category consists of reusable building blocks, solution parts from previous projects, third-party components, frameworks as well as technological standards, e.g., component models like those of COM or CORBA.

For each suitable alternative, the consequences according to the objectives and conditions have to be determined. Since the alternatives are not yet implemented at this time, it is only possible to establish a hypothesis or estimate the consequences of each alternative. The decision process [2] suggests a preselection of the alternatives to reduce the effort, and then a detailed estimation of the consequences for the preselected ones. The preselection is based on one hand on the properties and the general quality characteristics of the alternatives. If for example the Design Pattern Façade [14] is an alternative, it influences the architectural quality by increasing the maintainability, because the encapsulation of elements is improved. On the other hand, the alternatives are compared to the organizational and technical conditions. If there is no match, an alternative cannot be applied.

If performed subjectively by the architect, this selection and the estimations are vague and risky. For high-risk decisions, a more detailed analysis is necessary to identify the consequences and the benefits or disadvantages. As a contribution of this paper, this phase is improved by introducing a scenario-based Impact Analysis, as explained in section 4.

Evaluation of the Alternatives and Decision

The fourth and last phase of the decision process is an evaluation of the alternatives by a procedure adapted from the Decision Theory [15]. The several consequences are aggregated and weighted to enable a rational decision. In this way, the risk of subjective decisions is reduced, e.g., if the developer could focus more on positive consequences and would not consider the negative ones.

The evaluation consists in the following steps:

Normalization: In the first step the consequences according to different properties are normalized. A comparison of the consequences is facilitated in this way even if they are of different scales. The consequences are normalized to an interval between zero to one. The best consequences are normalized to one, the worst ones are normalized to zero. If there are only minor differences between consequences, some realistic values for the best and the worst values have to be estimated.

Weighting: In a second step the consequences are weighted according to the relevance of the different properties. Preferred properties are weighted higher.

Calculation of the Expected Value: This third step is performed to take probabilities of the consequences into account. For example, if there is a chance that an alternative requires additional effort, or if there is a risk that a wanted property is not achieved, the probabilities of these different consequences are multiplied with the weighted values to calculate an expected value.

The developer can then select the alternative with the highest value.

4. Typo3 Refactoring Case Study

For illustrating the Impact Analysis extension, a case study is now introduced in brief. The extended method is then described in section 5 using examples from this section.

As case study, a refactoring decision on the Typo3 system is applied. Typo3 is a popular, open source Content Management System for editing and publishing web pages. An author creates web pages by a simple and easy-to-use editor, and the created web page content stored in a MySQL database. If a client requests a web page, the content is retrieved from the database and the webpage is dynamically generated (see fig. 3). Inside the Content Management System Typo3, the Core provides the basic functions to manage the content and to generate the web pages. These basic functions are extended by plug-ins - so-called extensions - e.g. to integrate multimedia elements into the webpage. To store and retrieve the content from the
A Database Abstraction Layer provides the required functions. Typo3 is a mission critical software system for web-based organizations, which have to share information in a very flexible way, like web-based customer operations.

4.1. Objectives and Conditions

For this case study decision, four objectives and conditions have to be considered: portability, performance, minimal implementation effort and avoidance of functional changes.

For Typo3 version 3.8.1, the portability is limited because Typo3 does not support other database management systems (DBMS) than MySQL. This fact limits its applicability if the MySQL DBMS cannot be used because of security reasons or other restrictions. For improving the portability with respect to the DBMS a refactoring has to be performed. The main issue of this refactoring consists in a change of the architecture, so that Typo3 is able to cooperate with other DBMSs. This refactoring bears important risks because changes to the DBMS access affect the whole Typo3 functionality of storing and retrieving content. A detailed analysis of the consequences of the alternatives is necessary for a rational decision-making. Therefore, the extended decision process is applied here. The justification of the additional effort of the Impact Analysis is derived from the risk of failures and unconcerned side effects.

Performance of the DBMS access represent another objective. Usually performance and portability are competing objectives because they demand for contradicting solutions e.g. optimization of data transformation versus layering and encapsulation. Performance is a critical objective, because the storage of the content and the generation of web pages require a lot of database queries, and missing performance of the database access would lead to delays of providing requested web pages. This would affect the usability and reduce acceptance of the web service and thus of Typo3.

Therefore, the time to process database queries must not be lengthened.

4.2. Refactoring Alternatives

Among several possible alternatives available for a restructuring of the database access, the following two alternatives are suitable (see fig. 4 for an overview):

**ADODB**: The first alternative consists in the application of the ADODB library. ADODB provides functionality to transform SQL statements according to several DBMSs, e.g., to Oracle DBMSs. Even if ANSI SQL is a standard language, there are many proprietary extensions. For example, the data format of time stamps is not standardized and nearly every DBMS uses a different format. Therefore, some SQL statements require a transformation, which is done by the functionality of ADODB.

**Wrapper**: The second alternative consists in the development of several Wrappers, which are specialized to one DBMS. For example, if Typo3 has to work with the Oracle DBMS, an Oracle wrapper has to be developed and implemented. Such a wrapper includes native database functions, like ora_parse(<SQL-Statement>) for Oracle or the MySQL function, shown in the previous section. Due to space reasons, we decided to consider only two new Wrappers in our case study: one for Microsoft’s SQL-Server and one for Oracle products.

The evaluation of the two alternatives within the decision process is now performed by the Impact Analysis in the next section.

5. Introducing Impact Analysis for Architectural Decisions

This section introduces a methodical Impact Analysis to the decision process described in section 3. The Impact Analysis extends phase 3 of the decision process (see fig. 2). It performs an analysis of the formerly established alternatives, according to the objectives and conditions from phase 1 of the process, and with respect to the architecture as described in phase 2. By
the Impact Analysis, the consequences of the alternatives are determined, which are the basis for the evaluation and decision in the last phase.

The scenario-based approach ALMA was evaluated best in the State of the Art analysis in section 2; only for pure performance analyses a simulation-based approach would be appropriate as well.

ALMA was developed mainly for assessing complete architectures, but here only alternatives for architectural decisions have to be assessed. Therefore only a few core elements of ALMA have to be applied. The analysis of objectives e.g., is already covered by phase 1 of the process (fig. 2). For effort reduction, only a scenario-guided walkthrough of prototypical architectural models is performed. If performance is among the most critical objectives, the architectural models are developed in a way that enables a simulation.

5.1. Building Prototype Models

An Impact Analysis by a scenario-based walkthrough requires an object to investigate. To minimize the implementation effort, alternatives are implemented to certain extend depending on the risk.

Only in the case of high-risk objectives and conditions, alternatives are implemented by evolving the architectural model of phase 2 (see fig. 2); the result is here called a prototype model. To reduce this effort, the prototype models are only developed as necessary for an assessment according to the objectives and conditions of concern. Furthermore, only the few (2 or 3) of the preselected alternatives are developed into prototype models.

In the case of low risks, only estimations are performed.

Typo3 Case Study:

The preselected alternatives interoperate with the Typo3 Core through the database abstraction layer (see fig. 4). The SQL statements are transformed by one of the two alternatives explained in section 4. Two prototype models are necessary, built by the following activities (see fig. 5):

**ADODB alternative:** The first step is the implementation of the ADODB library, which can be done as a system extension. The second step are adjustments to the database abstraction layer, so that the SQL commands are rerouted to the ADODB for transformation.

**Wrapper alternative:** The first both steps are the development of the wrapper for the Oracle and the MS SQL-Server DBMS. The third step is an adjustment of the database abstraction layer in a way, that the SQL commands are directed through the DBMS-specific Wrappers.

5.2. Selection of the Scenarios

According to ALMA, the determination and selection of proper scenarios is performed according to the objectives and conditions. Four scenarios were established:

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flexibility, modifi-</td>
<td>Change scenarios developed</td>
</tr>
<tr>
<td>ability, effort</td>
<td>for ALMA</td>
</tr>
<tr>
<td>Reliability</td>
<td>Introduction of failures</td>
</tr>
<tr>
<td>Interoperation</td>
<td>Typical use cases</td>
</tr>
<tr>
<td>Performance,</td>
<td>Stress scenario: high volume</td>
</tr>
<tr>
<td>resource consumption</td>
<td>of requests or data</td>
</tr>
</tbody>
</table>

The set of scenarios is then customized according to the precise objectives and conditions assigned to that particular decision. Furthermore, the scenarios are modified in order to reduce the effort for building the prototype model, e.g. by reducing the scope of a scenario.

Typo3 Case Study:

According to the objectives and conditions, the following scenarios are developed:

**Portability:** To evaluate the alternatives with respect to portability, a migration scenario is established. The scenario analysis then focuses on the effort, which is required to migrate Typo3 to another DBMS, e.g., FoxPro.

**Performance:** To check, if the performance has changed, some stress scenarios regarding database access are established. These scenarios are developed from the use case "request webpage" with a frequency of 90 % of the original Typo3 stress threshold.

5.3. Application of the Scenarios and Analysis

The scenarios are now applied to the prototype models of the two alternative. According to the scenario-based approach, this step is performed by walkthroughs.

If performance is among the most critical objectives and the risk level justifies extra effort, the behavior of the prototype model can be assessed by a simulation much better than by a walkthrough. To enable a simulation, the prototype model has to be transformed into a proper ADL, e.g., Rapide [16].
Identification of Quality-Related Consequences

For the identification of quality-related consequences, the impact of conditions resulting from the alternative under review has to be considered. For the later decision both, the degree and the probability of the fulfillment of an objective or condition, have to be identified.

Quality-related consequences of an architectural alternative can be determined by considering the positive and negative impact, introduced by properties and the side-effects. They can improve or decay the extend to which objectives are achieved. Major sources for side-effects and properties are the technical conditions to be identified in phase 1 (see fig. 2), resulting e.g., from formerly implemented patterns, styles or used protocols. Each of the identified technical conditions has to be checked, if there is an impact on the objectives. An example is an implementation of the Proxy design pattern [14] to improve the performance of an access to a remote component. A restrictive layer-architecture can hinder these performance improvements.

In the case of a negative impact, the alternatives have to be extended by additional activities to reduce the unwanted impact and to achieve the objectives. If the occurrence of an impact is uncertain, these additional activities are optional. In the latter case, the implementation of the alternative varies, either with or without the optional activities. The probability of the occurrence will later be used to the consequences. The estimation of the probabilities is based both on the experience of the developer and on methods of the Decision Theory [15]. In the case of the Proxy pattern example described above, it could be uncertain, if the layered architecture indeed has an negative impact. Therefore, the implementation of a bridge over the layers would be an optional activity with a certain probability.

Typo3 Case Study:

The identification of the quality-related consequences is determined by applying the scenarios to the prototype models in walkthroughs, as mentioned in section 5.2. For the ADODB alternative, the walkthrough shows that the portability is improved, because the flexibility is improved regarding all DBMSs which are supported by ADODB. Additionally, in the walkthrough it was stated that there is a negative impact on the maintainability: future extensions to the DBMS' functionality are not utilizable if they exceed the functionality provided by the ADODB adapter. Furthermore, the possibilities of bug tracking are considered to be reduced, because it is difficult to locate errors.

Performance problems are expected due to the additional transformations to SQL commands and due to the fact, that some advanced database functions, e.g., caching mechanisms cannot be used.

For the wrapper alternative, the same scenarios are applied. The walkthrough shows that the portability is improved. Similarly to the ADODB alternative, the bug tracking was considered to be limited. As an advantage over the latter it is stated that the DBMS-specific wrappers make advanced database functions available and that additional transformation steps are not required. Therefore the performance should not affected, compared to the unchanged Typo3.

The analysis results of the quality-related consequences are shown in fig. 6. Grades from 1 (best) to 5 (worst) are used to quantify the extent the objectives are achieved. The consequences of the ADODB alternative are evaluated for portability to grade 1 and for performance to grade 3. The consequences of the wrapper alternative are evaluated both for portability and performance to grade 1.

Typo3 Case Study:

As typical for refactoring activities, changes to functional behavior are unwanted. For the case study no additional scenarios are applied, but during the walkthrough mentioned above the issue of functional changes is analyzed. As typically for adapters, the ADODB alternative hides special database functions from use, for example the searching algorithms of MySQL. As a consequence, some search operators, e.g., NEAR, cannot be used. This leads to a change of the functional behavior. To make such functions to operate, additional refactoring steps have to be performed. Potentially, there are more specific database functions, which have to be supported. However, exploring this issue would require a detailed source code
analysis, which is not covered by this architectural Impact Analysis itself. The developer estimates the probability of these additional steps by 40% (see fig. 7). The quality-related consequences would not be affected if such additional steps would be performed.

The wrapper alternative is functionally comparable to the original database access in Typo3 version 3.8.1. If there are no implementation errors of the wrappers, the functional behavior should be unaffected.

The Typo3 Case Study:

The ADODB alternative requires two major and one optional development activity. Furthermore, version conflicts with the remaining development activities of the Typo3 core will likely occur and have to be managed. An effort of 35 person-days is estimated. In the case that specific database functions have to be supported, the effort rises to 45 person-days.

The implementation effort of the wrapper alternative is higher, because each wrapper has to be developed and tested separately. Similarly to the other alternative, version conflicts will likely occur. An effort of 50 person-days is estimated.

5.4. Typo3 Case Study Results:

Evaluation of the Alternatives

The Impact Analysis provides the required data for the evaluation of the alternatives. To conclude the case study, the succeeding steps of normalization, weighting and calculating of the expected value is described here briefly.

Normalization: The best alternative requires an effort of 35 person-days, the value of the corresponding consequence is normalized to 1. The best alternatives concerning portability and performance are of grade 1, their corresponding consequences get value 1. The worst alternative concerning effort requires 50 person-days, its consequence is normalized to 0. The worst alternative concerning performance is of grade 3, but an even more worse performance of grad 5 is possible. Therefore, the consequence is normalized to the value 0.5. In the case of the additional refactoring activities of the ADODB alternative, the effort rises to 45 person-days. This effort is near the worst consequence, so we normalize it to 0.3.

Weighting: In our case, a high portability and a low implementation effort are most important. Therefore, the weighting factors are determined to 0.4 for the portability and 0.3 for the effort since Typo3 is not a real-time application but performance is important, the weighting factor is defined to be 0.3 for the performance. The normalized consequences (see fig. 8) are multiplied by these weighting factors and added together. The total value of the ADODB alternative is 0.85 in the first case without additional refactoring activities. In the second case with extra activities for refactoring additional database functions, the resulting total value is 0.64. The total value of the wrapper alternative is 0.70.

Calculation of the Expected Value: The consequences of the first variant of the ADODB alternative are multiplied with its probability of 0.6; the consequences of the second one are multiplied with 0.4. The results are added to get the expected value of 0.77 for the wrapper alternative there are no probabilities.

Finally, both alternatives are evaluated. The ADODB alternative gets a total value of 0.77, the wrapper alternative one of 0.70, thus there is only a minimal difference. The rational decision consists in a preference of the ADODB alternative against the wrapper.

6. Summary and Conclusion

In this paper, an architectural decision process is extended by a methodical Impact Analysis, in order to reduce risks by more systematic and confident decisions. The architectural decision process was previ-
ously improved by introducing elements of decision theory [2]. Risk reduction is achieved by methodically guiding the decision maker in the evaluation of the consequences of alternatives of an decision. For this evaluation, a scenario-based approach has been chosen to analyze the consequences of the alternatives according to systems behavior, quality and effort. This scenario-based Impact Analysis adopts elements of the ALMA method for architecture assessment. The phases of the extended decision are described in detail and the application of process is shown by a refactoring case study.

The application of the scenario-based Impact Analysis facilitates the decision-making regarding the architectural alternatives by evaluating the consequences of each alternative in a methodical, rational way. Without this Impact Analysis, no guideline for performing evaluations about the consequences was given, with many cases of subjective evaluations and remaining uncertainty as a result. By the introducing of the Impact Analysis step, the risk of side effects, additional effort and a changed behaviour is significantly decreased. Nevertheless, the application of the Impact Analysis as well as the whole decision process introduces some additional effort. Therefore, the risk of each architectural decision has to be investigated if it justifies that effort. Examples for risks are missing flexibility of a system with increased time to market and effort, missing integration and collaboration opportunities to neighbouring systems, tremendous additional effort for later refactoring due to wrong basic architectural decisions. The issue of effort is tackled by suggesting different levels of analysis and decision effort according to the level of risk.
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Abstract

This paper describes how a commercial legacy tool originally developed for a centralized computing environment has been reengineered for a heterogeneous distributed computing environment which allows the tool to be accessed remotely. In addition, we discuss how the tool was further enhanced to componentize customers’ business applications in a heterogeneous distributed computing environment.
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1. Introduction

As a software vendor, we developed a tool to help customers maintain their business applications. The tool was originally developed for a centralized architecture and had IBM mainframe hosts only. As information technologies evolve, computing environments become more heterogeneous and distributed. With the advances of current computing technology, our tool has already become a legacy tool. One of the issues was the tool could not be accessed remotely in a heterogeneous distributed computing environment. To achieve this goal, we did an improvement on this tool using the wrapping technique.

In Year 2000, we initiated a new project to preserve the values of the tool. One function the tool originally provided was to allow customers to extract the relevant code for testing using the program slicing technique [8]. In this project, we extended the program slicing technique to extract the relevant code corresponding to a business rule and then transform this code into a CORBA component in COBOL. The component can then be used across different business applications for reuse. The tool can be helpful in reengineering legacy business applications into component-based applications which can respond to the changes more efficiently than the traditional business applications [5].

The rest of this paper is organized as follows. In Section 2, a historical background of a centralized tool running on an IBM mainframe will be described. We then present a wrapper technique to integrate the centralized tool in a distributed computing environment which makes the tool available to be accessed remotely. In Section 4, we will describe a project called legacy modernization in which reusable business rules can be extracted out into CORBA components in COBOL. Through the CORBA communication infrastructure, components in COBOL can be invoked by remote clients in a heterogeneous computing environment. We summarize the paper in Section 5.

2. Historical background of the legacy tool

A comprehensive, integrated tool set [1] was developed to enable the maintenance of business applications. The tool enables detailed understanding of the existing business applications in a portfolio and automates traditionally time-consuming programming tasks. The tool is mainly used to reverse engineer the business applications running on IBM mainframes as shown in Figure 1.

![Figure 1. A centralized computing environment for business applications](image)

The characteristics of the legacy tool are:

- It is domain specific.
- It uses an in-house developed database management system.
- It is a large, complex, and monolithic system.
• It typically runs on IBM mainframes and has large, centralized in-house staffs for its development, maintenance, and customer support.

3. The wrapping approach

In order to make the tool to be remotely accessed, we built a wrapper around the tool using CORBA. With the wrapper, the tool becomes a reusable distributed component in a heterogeneous computing environment as shown in Figure 2. The tool can then be invoked from a remote client. CORBA provides the transparency of this access without regard for location or implementation of the tool.

![Figure 2. Legacy integration using wrapper](image)

A client sends a request to the wrapper that will invoke the tool to analyze the customer’s business applications in COBOL, JCL, CICS, DB2 SQL, IDMS, and IMS. The tool then writes the information about the programs/systems to a repository (files). The client can then send a request to the wrapper to query the results of the analysis. The legacy wrapping approach avoids rewriting or converting the tool, but has modernized the legacy tool to have the capability to cooperate with the customer’s heterogeneous distributed computing environments. The approach enhances the product value and adapts the tool to new market needs. However, this approach is generally only a stopgap solution, rather than a strategic one. Nevertheless, from an economical point of view, the approach is a cost-effective way of modernizing the tool using middleware. The detailed implementations of the wrapper technique are discussed in the reference [2].

4. The reengineering approach

In Year 2000, we initiated a new project namely, legacy modernization in which business rules in legacy systems are extracted out from a business application into a CORBA component in COBOL. The reasons of reengineering a business application into components are listed as follows:
• For software reusability, customers want the reusable business rules to be shared by other applications so they don’t have to duplicate the same business rules across the entire applications.
• Due to the availability of new technologies such as middleware and web services, customers want to pull their reusable business rules from their legacy code into components and prepare for e-business.

We define a primitive business rule as a basic function that takes inputs and produces only one output expressed in the equation: \( O = F(I_1, I_2, ..., I_n) \). To be realistically applicable to large programs, we classify the program code into three categories – user interface, business logic, and data access. A set of primitive functions is collected together to implement a complex business rule as expressed in the equation: \( (O_1, O_2, ..., O_n) = \cup_{i=1..n} F(I_1, I_2, ..., I_n) \). A component which implements related business rules is recovered by aggregating existing functions around a group of data without modifying the statements inside of those routines.

Locating a business rule is the starting point of aggregating relevant functions implementing the business rule. A program slicing technique using control flow graph, control dependence graph, and data dependence graph is primarily used to identify relevant functions that create or define the business rules.

Having collected all functions relevant to a business rule from programs; it is very common that each function relevant to a business rule may not exactly match in syntax and semantics. A user intervention is needed to analyze these functions and create a final one to be included in a component [7]. To convert the collected functions corresponding to a business rule into a component, a CORBA IDL [6] interface with relevant data structures is first created from these functions.

A server skeleton is then generated by the IDL compiler from the IDL interface. The functions as the process logic are added to the operations in the server skeleton. A complete server is next compiled, and linked with the CORBA runtime library and the COBOL Object Adapter (COA) library to create a server implementation. Figure 3 shows the activities for building a server in COBOL. The detailed implementations of a server can be referenced in [3].

![Figure 3. Process for creating servers in COBOL](image)
allows the client to invoke the server’s operations whose signature is not known at compile time and the server examines the signature of these operation calls and implements them at run time.

To support the resolution of the signature of operation calls at run time, the IDL interface is compiled into an interface description in COBOL as a copybook which will be included in the client and server code. As the client and server communicate with each other, they need to agree with the interface; otherwise, incorrect data and unexpected results may occur during the data transmission. Figure 4 presents an example of an IDL and its corresponding interface description in COBOL.

Figure 4. A sample IDL and the corresponding interface description in COBOL

The COA plays a key role in facilitating the communications among COBOL applications such as data exchange between a client and a server, invocation of ORB functions, and memory management. Figure 5 shows how the data are passed by the COAs interfacing with ORB between the client and server.

Figure 5. Data transmission between the client and server

To understand how a COBOL server works with a client, the following scenario in Figure 6 illustrates how the functions in the COA cooperate with the functions in the CORBA runtime library to form a functioning server program and a client program.

Figure 6. Invocations of functions of the COBOL object adapter

To provide services to the clients, a server needs to be started up first. ORBSTAT makes the status of successive calls available for the server. The server then calls ORBREG to register its interface to its COA, OBJNEW to create a CORBA object reference, and OBJTOSTR to convert the newly created object reference to a string. The string will be stored in an IOR file which will be read by the client for object invocation. The server then calls COAINIT to start listening for incoming requests. Control is transferred to ORB which enters an infinite loop waiting for client requests to arrive. A sample “hello” server program is shown in Figure 7.

Figure 7. A sample “hello” server
Once the server is ready, a client can submit a request to the server by making the following sequence of calls: ORBSTAT, ORBREG, and ORBEXEC. ORBSTAT makes the status of successive calls available for the client. ORBREG allows the client to register the interface to its COA and then invokes ORBEXEC to call an operation on the server. A sample client program corresponding to the "hello" IDL is shown in Figure 8.

```plaintext
000030 IDENTIFICATION DIVISION.
000040 PROGRAM-ID. CLNCOB.
000050 ENVIRONMENT DIVISION.
000060 CONFIGURATION SECTION.
000070 SOURCE-COMPUTER. IBM-PC.
000080 OBJECT-COMPUTER. IBM-PC.
000090 DATA DIVISION.
000100 WORKING-STORAGE SECTION.
000110 COPY HELLO

000115 PROCEDURE DIVISION.
000120 CALL "ORBSTAT" USING ORB-STATUS-INFORMATION.
000130 CALL "ORBREG" USING SIMPLEHELLOWORLD-GOODDAY-INTER.
000140 CALL "ORBEXEC" USING OBJECT-REFERENCE.
000150 CALL "IORTOFILE" USING IOR-FILE-NAME.
000160 CALL "ORBREG" USING SIMPLEHELLOWORLD-GOODDAY-INTER.
000170 CALL "ORBEXEC" USING OBJECT-REFERENCE.
000180 SET SIMPLEHELLOWORLD-GOODDAY-HELLO TO TRUE.
000190 CALL "ORBSTAT" USING ORB-STATUS-INFORMATION.
000200 DISPLAY 'RESULT:' RESULT.
000210 GOBACK.
```

**Figure 8. A sample “hello” client**

For each client’s operation call, the client’s COA and the server’s COA exchange data according to the signature of the operation described in `InterfaceDescription`. The client’s COA retrieves the data from the client, stores the data in its address space and passes the data to the server’s COA which will store the data in its address space. The server then invokes COAGET to copy the data from its COA’s address space to its program variables for processing. If there are output data to be returned to the client, the server invokes COAPUT to pass the data to its COA which will forward the data to the client’s COA. The client’s COA copies the output to the client’s program variables. In the “hello” IDL, since there is no input to be passed to the server, COAGET is not needed in the server program. The detailed implementations of the COA are discussed in [4].

## 5. Summary

Legacy systems were mostly developed for centralized environments. These systems are usually inflexible and non-scalable. In addition, with the advent and widespread use of object-oriented and client-server technologies, companies expect their legacy systems to take advantage of these new technologies and cooperate with their heterogeneous systems and environments.

In this paper, we integrated a legacy tool in a heterogeneous distributed computing environment using wrapping. The wrapper around the tool was implemented in C using CORBA which provides a communication infrastructure that allows our tool to be accessed remotely. The legacy wrapping avoids rewriting the entire tool, but has modernized the tool to have the capability to cooperate with the customers’ heterogeneous distributed computing environments.

We further reengineered our tool to enhance its functionality. The tool can be used to reengineer a legacy business application into a component-based application. Reusable rules are identified and the corresponding code is extracted out from the programs into CORBA components in COBOL which can be shared across different business applications for reuse.

Overall, we discussed how a centralized legacy tool was migrated into a heterogeneous distributed computing environment and how the tool was enhanced to support the business applications for the next generation computing.
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Abstract
In the frame of our “I-Navigate” project, we create a software system that allows to extend digital navigation maps automatically and, thus, to improve their quality continuously. In order to achieve this, a track is gathered through tracing the paths of users (on foot, by car or by bicycle, for instance) via GPS. This track is converted into a route, which is merged with the current map graph and supplied to the user as an updated, navigable map.

Areas of application comprise the continuous extension of car navigation systems (last mile integration), the addition of off-road features to navigation maps (e.g. for outdoor and leisure activities, like mountain biking or off-track skiing), but also the surveillance of users navigating such a track in order to enable better targeted rescues in emergency cases (e.g. for mountaineers).
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1. The Need for Incremental Creation and Adaptation of Navigation Maps

Automotive navigation systems, being developed since the late 1980s, are still among the key topics worked on in information technology. All common systems rely on a similar architecture: using a road database in the manufacturer's proprietary format, a route calculation module, a positioning module processing the Global Positioning System (GPS) data, and a map matching module (see [9]). Vehicle navigation systems can calculate a route along the roads in the database from the current car location to the destination point, and guide the driver via acoustic and visual instructions.

Even though navigation systems have become more reliable and affordable during the last few years, the navigation data market has remained rather inflexible, thereby slowing down the innovation process in the field of personalization of navigation systems and advanced driver assistance systems (ADAS), which are to become key aspects in the near future [2]. Thus, flexible, adaptive navigation using data that can be personalized individually (cf. Fig. 1), as well as extended for the public benefit still remains an interesting research topic with good chances for commercial value at a later stage.

2. Extending the Target Groups Using More General Models for Navigation Data

Computer-based navigation and (mobile) navigation devices are among the hottest topics currently worked on in information technology. One reason is the increased versatility and computing power of modern mobile devices (mobile phones, PDAs, etc.), the other being the considerable price reduction of these devices over the last few years making high-end mobile tools affordable to nearly everyone.
Despite the rapid change of the market of navigation hardware, the availability of navigation software (i.e. route and map data) has remained rather constant over the last years: The suppliers of professional map data (mainly Navteq and Teleatlas) issue updates of their map data approximately every six months, mainly focusing on the needs of automobilists (Fig. 2). Individually recorded tracks are collected and distributed over the internet on a private, purely non-commercial basis (Fig. 3). These tracks can be analyzed and evaluated using suitable tools [10].

All navigation data are gathered storing satellite-defined global coordinates. The currently sole supplier of such satellite data is the Global Positioning System (GPS) by the U. S. Department of Defense (see [5] for details), the most popular reference coordinate system being the World Geodetic System 84 (WGS84), see [6]. Basically, two types of application have been developed utilizing the GPS signals:

1. **High-tech embedded systems:** Car navigation systems, for example, take the GPS signal as a basis for determining the car position on a predefined, stored map (Fig. 2). During driving, on-board sensor information is utilized for correcting the GPS deviation and, thus, increasing position accuracy considerably.

2. **Low-tech mobile GPS devices:** Special-purpose GPS devices or PDAs/smartphones with built-in GPS receivers allow the storage and export of sequences of GPS coordinates (called tracks, Fig. 3). Such tracks can be used for point-to-point guidance of the user in order to retrace a stored track.

Both types of application are well developed and broadly used. However, up to now both worlds are in no way connected: Exchange of tracks or (sub-)maps is not possible. However, the hardware gap between embedded navigation systems and mobile GPS systems gets increasingly smaller: The built-in navigation systems get better encapsulated and their interfaces more standardized (cf., e.g., the AUTOSAR initiative [1]), whereas mobile devices turn into fully capable, miniaturized computer systems with added sensor features like compass, accelerometer etc. Also, the need for joint systems increasingly arises: People want to use their mobile navigation systems in their car (utilizing better map data and sensor information), whereas people used to car navigation systems want to get navigation aid also outside their car.

![Figure 2: Professional navigation data for automobile use](image)

![Figure 3: Non-commercial navigation data exchange for sports and leisure](image)
used for determining whether a vehicle is “on-road” or “off-road”, but not for determining possible road extensions.

Thus, our new approach utilizes recorded position data that is classified as “off-road” as a basis for extending navigation graphs. This necessitates the creation of navigation maps (and map extensions) from recorded tracks. The principal steps towards such a solution together with its algorithmic challenges will be discussed in the next section.

3. Solution Models and Methods

As mentioned in Section 2, basic GPS data consists of a sequence of so-called GPS points. Such a point describes a three-dimensional location anywhere on the earth. In addition to the three coordinates, typical GPS receivers also supply data of the current velocity of the object receiving the GPS data, the number of satellites used for computing the location information, and the estimated calculation error [5].

Each individual GPS point can be used as a target point for a GPS device. Thus, the device can use the deviation of the current position from the target position to indicate the direction and the distance of the target point from the current location. When a GPS device is used to record a sequence of GPS points (typically spaced one second from each other due to the GPS specification for non-military use), this sequence can be used for an iterative point-to-point navigation allowing the retracing of a stored track from one GPS point to the next.

In the following, we describe our three-step approach, how we utilize numerous recorded GPS tracks to incrementally create and extend navigation maps (see [7] for details):

Step 1: Route Conversion of a Single Track

Whereas a GPS track is comprised of a sequence of GPS points, we define a GPS route (short: route) to be a (linear) graph of vertices and edges, where the vertices are defined by the (modified) GPS points, and the edges connect two subsequent GPS points and may contain additional information (like terrain type, type of vehicle used for gathering etc.). Since for each GPS point, an error is specified by the GPS data, this error can be used for defining a circular environment around each point that describes possible modified locations.

Depending on the type of entity used for recording the route (pedestrian, bicyclist, etc.), a mobility model can be defined describing maximum velocity, probable and maximum curve radii depending on the velocity, among other parameters. According to this model, and additionally taking the reported velocity from the GPS data into account, the most probable GPS route within the limits of the GPS track data can be determined (cf. Fig. 4a), also containing a smoothed velocity profile of the entity.

Step 2: Combining Routes from Multiply Recorded Tracks

If the same geographic path is recorded several times by the same entity or different ones, the most probable course of the real path or road can be determined by a suitable weighted averaging method (cf. Fig. 4b).

In order to enable this, additionally to the mobility models for each different entity contributing to the basic data, a terrain model has to be defined taking into account environment-specific factors that influence the GPS readings (like forests reducing the GPS quality, high-speed passages e.g. for cars) that add motion error to the GPS readings. If the behavior of the GPS receiver is reasonably well documented or investigated, a receiver model can be added to increase model adaptability and, thus, the correctness of the computed most probable course.

For creating and combining the models involved, we use the technique of Kalman filtering [4]. Kalman filtering allows the determination of an “optimal estimate” of a state from a number of observed measurements within a noise-induced system comprising system errors and measurement errors [4]. The main principle is to improve even the single best observed measurement taking into account the most probable GPS route within the limits of the GPS track data can be determined (cf. Fig. 4a), also containing a smoothed velocity profile of the entity.
account the (weighted) relevance of multiple measurements of the same circumstance. When using Kalman filtering for estimating the most probable path an object took while recording GPS information, the following models have to be established [4]:

- **System model**: The system model describes the possible sources of noise induced by the measuring device itself. In the frame of our GPS track analysis we call this model the *receiver model*.

- **Measurement model**: This model describes the noise that may be induced when applying the system in its environment. In the frame of our GPS track analysis we call this model the *terrain model*.

- **Target model**: This model allows the parameterization of the targeted entity and thus the calibration of the Kalman filtering algorithm to a certain dynamic process. Since in our application, GPS route data is created by mobile entities, we call this model the *mobility model*.

While one generally needs only one receiver model (per type of measuring device) and one terrain model for a certain type of environment, a mobility model has to be defined for each class of mobile entities (e.g. pedestrian, bicycle, automobilist, rally driver). The mobility model adapts the estimation curve of the Kalman filter to the behavior of the entity (e.g. maximum velocity, curve radius, acceleration or deceleration in our application) and it constitutes the major part of setting up a suitable system [11].

The following aspects had to be particularly considered when adapting Kalman filtering models for our purpose:

- Depending on the type of entity, additionally to the maximum possible velocity a maximum distance limit between two GPS readings had to be set to compensate for unrecorded (missed) GPS positions. Such missing values can not be ignored when merging two (or more) tracks; instead, the most probable estimate has to be substituted.

- Two tracks are not matched according to their number or sequence of GPS points. Instead, an adapted *nearest-neighbor search* is applied. This not only compensates for different recording speeds (e.g. merging recordings from the same track first performed by a car, then by a bicycle), it also allows the inclusion of data from the same track recorded at the opposite direction!

Kalman filters are also used for determining joint segments of tracks and their respective crossroads. This will be detailed in the next section. For further (implementation) details on our Kalman filter implementation, we refer to [11].

**Step 3: Combining Routes into a Graph Yielding a Navigation Map**

Up to now, we have assumed that each recorded piece of track information denotes the same path or road in the real world (with the very same start point, end point, and direction traveled). However, routes may only partially overlap, be part of another, or be completely disjoint.

This problem is not considered at all in current navigation solutions: Current car navigation systems suppose the vehicle to be moving only on the roads contained in the stored map and reposition the vehicle onto the closest map segment, when the vehicle is considered off-road (so-called *map-matching*, cf. [9]).

Current portals for GPS tracks consider each stored or uploaded track (or route) individually. Thus, the user has to decide which route to take at the time of downloading. In the example of Fig. 4c, the decision whether to hike to the mountain top or to the hut has to be made at the beginning of the trek. No information is stored or can be derived that the first part of the two routes is identical. Thus, the decision, which way to go, cannot be delayed until reaching the crossroads C.

We base our incremental data update strategy on the EU-supported “ActMAP” project (see [8] for details). For map-matching, we utilize a sub-graph matching (“registration”) algorithm that was originally developed for analyzing blood vessels of the human brain [3] and has been adapted for geographic data by us in the following way:

- Sections of the route have to be identified that comprise new elements with respect to the map. As a side effect, sections of the route that are already fully contained in the map are also identified and can be used to increase the quality of the map in the respective sections.

- The new elements have to be added (“registered”) to the map, adapting and extending the graph appropriately (e.g. adding a new vertex and corresponding edges when the new route section bisects an edge of the already defined map graph). We map characteristic points of the new sub-graph into the existing routing graph using a distance mapping (chamfer) algorithm. For implementation details on this algorithm, we refer to [3].

In order to identify sections common to the map and the new route to be added, first a threshold must be defined when two GPS locations are to be treated as two definitely different locations in the real world. This can generally not be done fully automatically and needs human inspection (and sometimes correction). For this human intervention we devised a graphic visualization tool in order to better understand the topology of the individual case.
Such a threshold enables that when merging several tracks, which only partially cover each other, only the respective number of overlapping track segments are taken into consideration for the Kalman filtering. Also it handles the frequently occurring situation of a track to be merged being a sub-track of another (i.e. a partially walked hiking route already covered by the self-created map) without distorting the longer path. Additionally, this function indicates possible crossroads in the routes created, supplying a main functionality for defining the map graph.

4. Benefits from Our Approach

Our model-based approach allows the integration of various types of recorded data into one basic set and enables the computation of the most probable map graph representing real world paths and roads used by the recording entities. This results in the following major improvements:

- **Better Maps**: By individual additions of missing map segments as well as broadcasting them via a server (after verification), maps are being kept highly up-to-date, particularly for highly frequented new road segments.
- **Better Guidance**: Besides generalized optimization criteria (shortest route, scenic route, etc.), user-specific criteria can be used for route calculation allowing a highly automated personalization of the navigation system (e.g., routes considered safe by a driver).
- **Better Vehicle Efficiency**: Additional map information can be used to adapt the vehicle to the environment and conditions. Curve radii, for example can be used to adjust brake forces, or slope information may help adjusting the fuel injection system for optimal engine performance.
- **Intelligent Advanced Driver Assistance Systems (ADAS)**: Currently, ADAS rely mostly on other input sources, like sensors or cameras. A vehicle navigation system itself (being an ADAS) can also be a source of valuable information for other ADAS on board at the same time, when sharing the acquired data.

When not used “in the loop”, i.e. for navigation and ADAS improvement solely for the car that collects the data (where the person collecting and using the data generally is the same and, thus can rather easily be made responsible for using the data at her/his own risk), solid validation of the data gathered is necessary.

Although plausibility checks can be performed on the data and data sets can be classified according to driver profession, vehicle type etc., manual inspection will never be able to be eliminated completely. Navteq Europe, for instance, is very interested in our collected data, because it allows them to prioritize the routes of their own data collection vehicles. In this way, Navteq map data will be updated in the same quality as up to now, but the roads chosen to be included will much better reflect customer needs.

Up to now, only a prototypic implementation exists for our data structure extensions and algorithms. However, this implementation is already integrated into a test bed of the current Siemens car navigation system and running in an actual car. Certain decisions and parameter adaptations within our algorithms must currently still be input manually, which necessitates a two-person operation at the current stage. Therefore it is too early for a quantitative assessment of our results.

Qualitatively, however, our system has already proven its ability to extend the navigation system’s map data by roads driven that are not contained in the actual data (like the S1 circumnavigation freeway south of Vienna, Austria, that was opened to the public in spring 2006 and is not contained in any navigation map data available as of early 2007).

5. Applications

Fields of application of our approach include:

- the creation of personalized maps, e.g. for training courses for runners or cross-country skiers, route guidance for pedestrians with disabilities like wheel-chair users, visually-challenged or elderly people;
- harmonized maps from different sources (pedestrians, bicyclists, automobilists etc.); in the future even more accurate data from car navigation systems for ADAS;
- incremental update of the navigation model (“improving and extending the map with each usage”).

One step towards an integrated solution is the in-the-loop usage of the data acquired by the same entity. In this way, a navigation system in a specific car can “learn” about the domains mentioned above and, thus, intelligently extend its navigation data base.

Our prototypes show that our approach constitutes a significant advantage with respect to route data collection for personal use as well as map portal servers and in the future may also allow continuously updated and personalized map information in car navigation systems.

The most important area of further improvement may be the utilization and collection of ADAS data, which will allow a considerable “personalization” of the car electronics, thus adapting the car behavior and performance to driver style, environment topography and conditions, for instance. According to the current project road maps at our industrial partners, first commercial versions of navigation systems that include our components shall be available early in the next decade.
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Abstract

This paper presents an approach for automatically verifying the correctness of cyber security applications through formal analysis guided by hierarchical models of the network, its applications, and potential attacks. This work is motivated by the need for a more intuitive, automated systems-level approach to determining the overall security characteristics of a large network. Given the complex nature of security tools and their general lack of interoperability, it is difficult for system designers to make definitive statements about the nature of their network defense. Our work focuses on creating an environment in which security experts can model the security aspects of complex networks using a graphical notation that is intuitive and natural for them, then automatically perform security activities such as formally verifying the safety of the network against known threats and exploring the network design for potential vulnerabilities. The environment is designed to utilize third party tools for performing these activities and concentrates on integration of these tools within a common modeling framework.

1. Introduction

Successful defense of large information systems requires a variety of tools and techniques. “Best of class” tools are offered by separate vendors to address specific network defense needs. These tools change rapidly in response to new network threats, with no one tool or approach offering sufficient overall security. For example, a host computer might run virus scanners, spyware detectors, and a host-based firewall, each developed by a different vendor, and with unique, specific (or at times overlapping and competing) goals. Numerous hosts usually exist within a large network and are commonly comprised of a variety of hardware, software, and operating systems with different vendor and vintage combinations. System-level protections, such as a network firewall and intrusion detection system, often exist as well.

The disjoint nature of this approach leads to difficulties in defending computer networks. The overarching problem is one of coordination of the many security applications and devices. The defense of large networked systems tends to involve a heterogeneous combination of tools that are not able to interoperate and cannot be controlled in a consistent manner. Further, system administrators often do not have a system-level view supporting reasoning about the system’s capabilities of defense. In fact, combining tools together, while required for serious security, leads to such complexity that there is a trend in industry to outsource security to specialized organizations.

In this paper, we introduce an approach based on Model-Integrated Computing (MIC) that provides both host and system-level views of a network, as well the capability of automatically deploying and coordinating multiple network security tools. We describe a modeling framework in which a designer can assign security attributes to any level in a hierarchically described system and demonstrate how these models can be used to automatically drive existing theorem provers and reasoning engines to evaluate the level of protection against known threats, as well as potential vulnerabilities of a network.

2. Background

Formal methods, such as theorem proving and logic space analysis, show promise for formally verifying and analyzing the security characteristics of a system. However, the large scale of the information that is necessary to fully describe the networks, along with the complexity of the logical theorems that must be posed and maintained as formal logical theorems, causes this approach to be unrealistic if done by hand. This research automatically composes and executes the formal proofs necessary to determine the security
properties of the networked system. The proofs and the inputs to the formal proving tools to execute those proofs can be generated from models of the network, as long as the network models contain sufficient information.

One key aspect of this work is that in order to adequately and cost-effectively protect a large, complex network, many different types of activities should be undertaken; but these activities should be coordinated from a single knowledge base. For instance, one activity that is critical is to be able to determine if a network configuration is protected against known threats. This activity is performed fairly frequently as the network is reconfigured and as new threats are discovered. The accuracy and trustworthiness of the analysis results is critical to the protection of the network. This activity is not enough, however, as new threats are occurring continuously and with increasing frequency. Another type of activity is performing more speculative analysis to try and identify potential security breaches before the threats materialize. This type of analysis attempts to determine how a threat might break the current security measures based on the structure and attributes of the network and applications. Coordinating the analysis of performance against known threats and of potential weaknesses in defenses will create a powerful cyber security capability. This paper demonstrates how such a wall of security can be created using existing tools; namely, Prototype Verification System (PVS) for proving theorems about the security against known threats and Spin for analyzing potential weaknesses in defenses. We show how both of these activities can be coordinated from a model of the network.

Model-Based Development (MBD) techniques are used to create tools for modeling large, complex information systems using intuitive graphical notations. Visual modeling tools allow designers to easily describe and view the structure and attributes of assets contained within complex systems. Two competing philosophies in MBD exist. The first employs a common base modeling language for describing generic system concepts and allows for domain profiles (dialects) that are specific to a particular engineering discipline (e.g., network security). The predominant common modeling language is Unified Modeling Language (UML) [12]. This is the basis for Model-Driven Architecture, which uses UML notation. The benefit of using a common modeling language such as UML is that standard modeling tools can be used to model systems from many domains. One drawback is that UML is a software language and is not quickly understood by users from other domains. Secondly, any semantic that is applied to the UML models is necessarily independent of any particular domain. Any domain specific use requires the tools to be extended to support the semantic required by the domain (e.g., security analysis).

Several notable efforts have applied UML modeling to network security. In [6], UML extensions are used to evaluate systems for potential vulnerabilities. Stereotypes and tags are added to the UML system specification to create security requirements and model assumptions about the system environment. [7] provides a similar UML-based system for risk assessment. It builds from the CORAS project [11] to provide a framework in which the security of a system can be assessed from the security of its subcomponents. As was mentioned earlier, these modeling approaches are based on UML, which is not necessarily a language familiar to network security experts.

The second approach toward MBD is to design a modeling language specific for the application domain (e.g., network security) based on the commonly accepted notations and language already employed in that domain. Such a language is referred to as a Domain Specific Modeling Language (DSML). The benefit of using a DSML, as opposed to a UML-based notation, for modeling the security aspects of a computer network is that the modeling notation can be designed to be understandable, natural, and expressive to the individuals that are charged with doing the modeling and performing the day-to-day operations of protecting a network. Those individuals are likely not software experts trained in the syntax and semantics of UML. A side effect of employing a DSML is that modeling tools must be custom designed for the application. What makes this feasible is the existence of MIC technologies [5], which provide meta-programmable modeling tools. The Generic Modeling Environment (GME) [3], [13] is an MIC tool that is the basis for the cyber security modeling tool described in this work. MIC and GME are described in Section 2.1.

Our approach is to design a DSML for network security, leverage MIC technologies to build a Domain Specific Model Editor (DSME) based on that language, and create a framework for automatically analyzing the security of computer networks by deploying and coordinating multiple formal model-based analysis engines.

2.1. Model Integrated Computing (MIC)

MIC advocates the use of models in the construction, analysis, and synthesis of systems [1], [2], [3]. It uses domain-specific modeling languages
that are tailored to the needs of the specific application domain (e.g., computer security). Models are built by domain users (e.g., computer security operators) and are used in the analysis of designs and in the synthesis and integration of systems.

We recently began concurrent use of Spin [8], [10] for security policy verification. Spin has powerful state space analysis procedures that can be applied to automated analysis. It is also straightforward to create a network structure using reusable model definition components.

Our philosophy allows not only for “best of class” security tools, but also for verification methods.

3. System-level modeling of cyber security

The Cyber Security Modeling Tool was created by configuring GME with the Cyber Security Modeling Language (CSML). The CSML provides a framework in which to model the information assets and attributes of a large system. Figure 2 shows how MIC and CSML fit into the security modeling design flow. First, a model creator designs the model with the CSML. This is the step where the hierarchical network structure is created and the individual nodes are instantiated in the model. Next, a security tester specifies the test to be run based on the security policy and threat specification. The CSML interpreter uses the network model and the threat specification to generate code for a target application (e.g., PVS, Spin, etc.). The formal modeling tool uses the interpreter output as its input to run the security test. Based on the results, the security tester can revise security policies or models and repeat the verification process.

2.2. Security analysis methods

Formal security analysis methods have long been used to verify portions of design-level specifications of systems [9]. They have also been applied to the verification of software and hardware systems. Of significant importance in the domain of cyber security is the capability to guarantee that the security applications that are deployed 1) meet the requirements as specified (i.e., fulfill the security needs of the design), 2) do not have adverse impact on the network or applications on the host system, and 3) are the optimal solution for the problem at hand given security applications available.

To perform this analysis, we have initially applied a formal theorem-proving technology utilizing the PVS [4]. We selected PVS because it has been widely used and is sufficiently rugged for use in large applications. PVS provides a specification language and theorem prover that allows for powerful automated deduction.
the network to the user, increasing the intuitiveness and usability of the model. While possible, it would be difficult to create a similar concept in UML-based models.

We have modeled four different aspects: physical, network shape, network isolation policy, and security suite. The physical aspect models the geographical characteristics, such as physical latency between networks. The network shape aspect focuses on the logical structure of the network. It is important to model both the physical and logical structure of the network to have a complete model of the system. While most work is focused on logical network shape, real users often want to know what the threat level is for a particular geographic region. Additionally, modeling “man-in-the-middle” portions of security threats requires reasoning about true physical location and access possibilities. This is particularly true for information systems that are distributed over large geographical areas. The network shape aspect is where the hardware and software characteristics of the system are modeled, associating applications with the nodes on the network. Within the network shape aspect, we model several general applications, such as mail servers, web servers, and file servers.

The network isolation policy aspect is used to model networks that are logically or physically separate. For example, a company may have a network that provides access to the Internet. It may also have a private network that is not supposed to be accessible from outside of the organization.

The security suite aspect models the security applications that are associated with each node. These would be programs such as virus scanners and firewalls. It would have been possible to group these with the other applications in the network shape aspect. However, it is more intuitive from a modeling standpoint to associate the security applications with each information asset in a different aspect.

### 3.2. Example network model

As an example, we will step through the different aspects of a simple network. The objects in the model are instantiations of network components, information assets, and applications that are modeled in the metamodel. These objects are essentially dragged and dropped into the DSME. When an object is created in the DSME, it is automatically put in the database of the tool. Since the different aspects of the model are connected, the object will appear there as well. Thus, the aspects are forced to be complete, helping to eliminate errors in the model. Portions of the icons can be specified as “parameters” (e.g., IP address). These parameters are attributes in the metamodel that are added to icons and connectors. The model that is stored in the tool’s database can be output in XML format, allowing a variety of tools to parse the model.

Figure 3 shows the top-level view of our network. We model two separate offices for a sample company that are connected through the public Internet infrastructure. We have also included a botnet on the external network for modeling attacks on the network.

![Figure 3. Top-level view of model](image)

The focus of this example will be the research office. Figure 4 shows the network shape aspect of a simple network in the research office. For this example, we only include three nodes protected by a network firewall.

![Figure 4. Network shape aspect of Research_Office](image)

The attributes of the information assets in the model can be set. For example, identifying characteristics of the three nodes, such as operating system, IP address, and MAC address, can be specified. Figure 5 shows a sample set of attributes for the network firewall.
Figure 5. Example firewall attributes

Generic applications can be associated with each information asset in the network. Figure 6 shows a few sample applications that are included in the model. Attributes can be set for the applications, such as the vendor, application name, and application version.

Figure 6. Sample applications for an information asset

The security suite aspect of the model, as shown in Figure 7, demonstrates how the individual information assets are associated with different sets of security applications.

Figure 7. Security suite aspect

The various security suites can be given default security applications based on their platform and operating system. Figure 8 shows a sample of the security applications. Instances of the security applications can be dropped onto each host, including the network firewall.

Figure 8. Security applications

In summary, a multiple aspect model describing the network is created. The model is actually a database that can be processed and reasoned about from a variety of directions. The complexity of generating this model from a single aspect in a classic text-based declarative fashion would be error prone and difficult for the typical front-line IT professional.

4. Model-driven security analysis

We are automating the process of analyzing the security of large systems. Such systems consist of so many individual devices, interconnections, and applications that one cannot realistically generate a logical description of the system manually. A typical system will require hundreds of individual proofs to determine that all of the security goals are met. To manage such proofs by hand would be intractable. Thus, automation is used to generate the description of the system and to execute the proofs of the security requirements.

An interpreter is used to transform the GME model into a partial specification of the system defined in the language of a theorem prover such as PVS. It defines types for the various elements of the model, instances of those types, connections between the elements, and properties of the elements (as logical predicates).

For PVS, the rest of the specification is created by hand. The manually created part of the specification defines the rules that govern security interactions between components of the system. The rules are used to reason about a system’s protections and vulnerabilities. For example, they can define that a particular countermeasure can block a particular network attack, that a server or firewall can implement countermeasures, and that a firewall protects a network. The requirements that must be met are defined as theorems which can be tested using the theorem prover.

Requirement goals for a subject system, expressed as theorems, have varying levels of detail. Goals can...
be very general, such as requiring that protected information flows are not vulnerable, that failures in one part of the system do not propagate throughout the system, or that critical systems maintain at least a minimal level of functionality while under attack. Very specific questions can also be explored using the GME model, such as determining whether a particular server will be taken out by a denial of service attack.

4.1. Example automated PVS proof

As an example of exploring reasoning over the security properties of a system with a firewall, such as the one described in Section 3.2, assume a subject system with a network \( N \) comprised of servers \( S_1, \ldots, S_m \). \( N \) is protected by firewall \( F \). If one of the servers, \( S_1 \), is the target of a network attack for which there is a known countermeasure, we want the system specification to show that the attack is not successful.

We define the predicates \( \text{member}(\text{Server, Network}) \) and \( \text{safe}(\text{Server, Attack}) \) to define the components that make up a network and to indicate whether or not a particular server is safe from a specified attack. A network can also be safe from an attack: \( \text{safe}(\text{Network, Attack}) \), and it can have a firewall: \( \text{hasFirewall}(\text{Network, Firewall}) \). A firewall’s configuration is defined by the configuration of its countermeasures: \( \text{countermeasureConfigured}(\text{Firewall, Countermeasure}) \), and its ability to counter a given attack is given as \( \text{blocks}(\text{Firewall, Attack}) \). The relationship between an attack and a successful countermeasure against it is given as \( \text{countermeasure}(\text{Countermeasure, Attack}) \). The following example uses a SYN flood as the attack and a SYN proxy as the countermeasure. The axioms describing the security relationships of elements in the system are given in ax1-ax4. These are the types of rules that would be defined by hand. The axioms that instantiate the deployment of the systems are given in ax5-ax7. These are automatically generated by the interpreter. The PVS specification is given below.

```pvs
syn_flood: THEORY
BEGIN

% Object Types
Network, Server, Firewall, Attack, Countermeasure: TYPE

% Constants
SYN_FLOOD: Attack; SYN_PROXY: Countermeasure

n: VAR Network; s: VAR Server
f: VAR Firewall; a: VAR Attack;
c: VAR Countermeasure
N: Network; S1: Server; F: Firewall

member: [Server, Network -> bool]
safe: [Server, Attack -> bool]
hasFirewall: [Network, Attack -> bool]
countermeasureConfigured: [Firewall, Countermeasure -> bool]
blocks: [Firewall, Attack -> bool]
countermeasure: [Countermeasure, Attack -> bool]

ax1: AXIOM FORALL f,c,a:
    countermeasure(c,a) & countermeasureConfigured(f,c)
    IMPLIES blocks(f,a)

ax2: AXIOM FORALL f,a,n:
    hasFirewall(n,f) & blocks(f,a) IMPLIES safe(n,a)

ax3: AXIOM FORALL s,n,a: member(s,n) &
    safe(n,a) IMPLIES safe(s,a)

ax4: AXIOM countermeasure(SYN_PROXY, SYN_FLOOD)

ax5: AXIOM countermeasureConfigured(F, SYN_PROXY)

ax6: AXIOM hasFirewall(N, F)

ax7: AXIOM member(S1, N)

% Conjecture: S1 is not vulnerable to SYN flood attack
thm1: THEOREM safe(S1, SYN_FLOOD)

END syn_flood
```

The theorem \( \text{safe}(S1, SYN_FLOOD) \) can be proven in PVS by instantiating the universally quantified axioms and simplifying. An example proof is given below.

```pvs
;;; Proof thm1-1 for formula syn_flood.thm1
;;; developed with shostak decision procedures
;;; (""
;;; (lemma ax7)
;;; (lemma ax6)
;;; (lemma ax5)
;;; (lemma ax4)
;;; (lemma ax3)
;;; (lemma ax2)
;;; (lemma ax1)
;;; (inst -1 "F" "SYN_PROXY" "SYN_FLOOD")
;;; (inst -2 "F" "SYN_FLOOD" "N")
;;; (inst -3 "S1" "N" "SYN_FLOOD")
;;; (bddsimp))
```

This is a simplistic example that is easily generated by hand. A realistic example might involve hundreds of networked servers and hosts and many security requirements. Fully automated reasoning is necessary to make such a problem tractable. This requires proof tactics which can handle the multitude
of axioms generated from such a system and that can reason about aggregations of components and their security properties.

4.2. Example using spin

In addition to the theorem prover PVS, we have been integrating Spin into our MIC environment. Spin is specifically designed for the verification of distributed systems, making it a natural choice for modeling networks. Spin also has an easy to use command-line interface, making system verification much simpler to automate.

This simple example focuses on modeling the protective behavior of the firewall in the model in Section 3.2. An attack on ports 21 and 25 coming from the botnet (Figure 3) has been modeled. For identification, the attacks on ports 21 and 25 are tagged with the numbers 245 and 246, respectively. The interpreter is used to generate a Spin input file from the model. The attributes of the botnet are used to indicate the target machines and port numbers. The local area network (LAN) in Figure 4 is parsed to determine what machines are connected to the firewall. Additionally, the attributes of the firewall, shown in Figure 5, declare which port numbers will pass traffic. The code generated for the firewall is shown below.

```c
active proctype Firewall() {
    short port, msg;
    end:do
    ::enet?WindowsDesktop,port,msg ->
    if ::(port == 22) -> inet1!port,msg;
    ::(port == 25) -> inet1!port,msg;
    ::(port == 80) -> inet1!port,msg;
    ::else -> printf("Firewall blocked %d on WindowsDesktop on port %d\n",msg,port);
    fi;
    ::enet?WindowsLaptop,port,msg ->
    if ::(port == 22) -> inet2!port,msg;
    ::(port == 25) -> inet2!port,msg;
    ::(port == 80) -> inet2!port,msg;
    ::else -> printf("Firewall blocked %d on WindowsLaptop on port %d\n",msg,port);
    fi;
    ::enet?LinuxDesktop,port,msg ->
    if ::(port == 22) -> inet3!port,msg;
    ::(port == 25) -> inet3!port,msg;
    ::(port == 80) -> inet3!port,msg;
    ::else -> printf("Firewall blocked %d on LinuxDesktop on port %d\n",msg,port);
    fi;
    od;
}
```

Once the interpreter has finished generating the code, Spin can be automatically run from the MIC environment. The following output is produced for the simple attack modeled in Figure 3 and Figure 4:

```plaintext
/* running spin simple_attack.pr */
Firewall blocked 245 on WindowsDesktop on port 21
Firewall blocked 245 on WindowsLaptop on port 21
Firewall blocked 245 on LinuxDesktop on port 21
attack2 attempted on port 25:
    Server dying
attack2 attempted on port 25:
    Server dying
attack2 attempted on port 25:
    Server dying
timeout
#processes: 1
queue 1 (enet):
queue 2 (inet1):
queue 3 (inet2):
queue 4 (inet3):
54: proc 0 (Firewall) line 31 "simple_attack.pr" (state 34) <valid end state>
5 processes created
```

This example is primarily meant to demonstrate how code for formal verification can be generated from a MIC model. The complexity of the model can be easily increased by adding more attributes to the nodes and application models. The additional SPIN code would be automatically generated, thereby avoiding user errors and reducing complexity.

5. Conclusion

The paper has described our current work in utilizing a model integrated computing approach to describe what we know about our system architecture and its vulnerabilities in a hierarchical, intuitive way. The model is used to drive third party verification tools to test for known threats and to identify unknown weaknesses. This is our first step along the path. Subsequent work will not only refine the formalism and verification, but also will include mechanisms to automatically deploy, modify, and redeploy the current security tools and mechanisms.
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Abstract

In this paper we examine the communication trees widely used in ad hoc networks. These trees can be used in a number of ways e.g. to route or broadcast messages and to aggregate information. In this paper we propose a new key distribution protocol for large and dynamic ad hoc networks over unreliable channel. Protocol proposed here involves broadcast exclusion based on polynomial interpolation and secret key cryptography.

Proposed scheme ensures security of broadcast and one-to-one communication, message authentication and gives a possibility to verify routing information. It also ensures t-resilience which means that up to t nodes can be compromised without influencing the security.

1. Introduction

Advances in ad hoc networks technology have enabled the mass production of small devices equipped with sensing and communication devices. Such devices can be deployed and form a spontaneous network capable of performing distributed sensing tasks. Because of those capabilities ad hoc networks are perfect candidates for operating in environments without any network infrastructure or where access is difficult. On the other hand many applications requires that data must be exchanged between nodes in a secure manner due to an adversary who may intercept communication or inject false messages. Therefore security becomes one of the most important concerns. However establishing secure communication is a challenging task since nodes have constrained power and computational capabilities.

A common method to ensure security in the ad hoc networks is to encrypt and authenticate all communication. This can be done in many ways since different encryption algorithms and authentication schemes have been proposed so far.

Usual solution that ensures authentication is based on message authentication codes (MACs). This are keyed hash functions that ensure receivers that transmitter knows the correct encryption key. The advantage of such solution is simplicity and low computation complexity while the drawback is a common key that has to be shared among the nodes.

Secure communication is usually achieved due to secret key cryptography and also requires that nodes share common encryption key. Moreover pairwise encryption keys are not enough since one-to-one communication is time and power consuming. Therefore there are also group keys utilized to encrypt broadcast communication. Group keys reduce the communication overhead per one message but on the other hand involve additional procedures to establish or change the key – so called group rekeying schemes.

The challenge is to distribute keys to all nodes as well as the network member’s management (i.e. how to add and exclude nodes). The later is even more difficult but very often this two problems are treat as one.

2. Related Work

All existing group rekeying and network management schemes are based on one of five approaches: secret key approach, certificate based approach, Generalized Diffie-Hellman (GDH) based approach, broadcast exclusion approach and probabilistic approach. Unfortunately all of them have drawbacks.

Secret key approaches that utilize only one key allow to perform rekeying and node addition only. Since all nodes share the same key, there is no secure way a base station (BS) can distribute new key to some subset of all nodes. Logical tree hierarchy (LTH) is a variant of secret key approach in which nodes are organized in the tree structure. This allows node exclusion but requires large communication and storage overhead. Moreover LTH is not suitable for mobile ad hoc networks (MANETs).
New secret key approach was recently presented by Dimitriou [8] who proposed an algorithm for establishing communication trees that ensure security and authentication. His proposal allows to change network structure, node addition and exclusion. Disadvantage of this scheme is that it requires a common master key to be shared between nodes during initialization. Therefore protocol is secure as long as no node will be compromised during this process.

Public key approaches (certificate and GDH based) have large computational complexity and are not efficient in case of large networks. Large communication overhead on node exclusion is another disadvantage. Current research aim to decrease this overhead by using more efficient variants of GDH algorithms [2].

Broadcast exclusion protocols [5, 7, 13, 20] typically assume that the network structure is known. However in case of the ad hoc networks this requirement is very difficult to fulfill especially when nodes are deployed in a random manner (e.g. dropped from an aircraft). Another disadvantage of the broadcast exclusion protocols is that they were proposed to solve problems in one-to-many communication (e.g. pay-TV) where only one broadcaster exist. In case of the ad hoc network one central node is likely to become a bottleneck of the whole network. The advantage of broadcast communication is low communication and storage overhead. Computational complexity is usually larger then in case of other approaches but it can be reduced using different techniques (see e.g. [20]).

Recently Curtmola and Kamara [7] proposed to implement broadcast exclusion for ad hoc networks based on erasures codes. This ensures low computation complexity but limits number of successive transmissions that can be missed without loosing the opportunity to recover the key.

Last approach is based on a large set of symmetric keys like GKMPAN [23]. Each node in the network stores random subset of these keys. Assuming that each node obtains keys independently at random, knowing the number of keys in the set and number of nodes we can estimate the probability that after deployment neighbour nodes will share at last one common key. This happens with high probability (usually about 95–99%) allowing neighbour nodes to communicate directly and securely. If direct communication is impossible then nodes establish a multi-hop communication path using nodes that share at least one common key. In those schemes both storage and communication complexity is higher then in case of the broadcast exclusion. On the other hand the advantage of the probabilistic approach is low computation complexity.

In this paper we present a novel group rekeying scheme for ad hoc networks based on secret key and broadcast exclusion approaches. Our approach utilize secret keys to ensure authentication and privacy in one-to-one and one-to-many communication while broadcast exclusion, based on polynomial interpolation, ensures secure way for network management and group key exchange. Similar to [7, 8, 23] nodes that miss rekeying messages (e.g. due to lossy links or network partitions) or join the network are able to get group key through local communication. Immunity to coalition of up to $t$ malicious nodes ($t$-resilience) is an additional feature of our protocol.

3. Network and Security Assumptions

3.1. Network Assumptions

In this work we assume that the ad hoc network is spread over large area that exceeds communication range of a single node. Communication between nodes is thus performed in a multi-hop way with messages sent from one node to another.

Another assumption concerns central node or computer that plays crucial role in many rekeying protocols – usually called key server or group manager [16, 23]. Its main task is to coordinate cryptographic protocols and algorithms such as node addition, exclusion or rekeying. That is why the group manager is vulnerable to attacks thus likely to become a bottleneck of the whole network. To get rid of this threat we assume that there is no dedicated single group manager in the network and its tasks can be performed by any node in the network.

Finally we assume that nodes have limited power, storage, communication and computational capabilities. Thus nodes cannot afford complex operations and do not have enough space to store all pairwise secret keys. However we assume that every node has possibility to store a few kilobytes of secret data used to ensure security and authenticity.

3.2. Security Assumptions

We assume that every node can perform a role of a group manager managing the network membership and the group key used to secure the broadcast communication. In our protocol new nodes can join the network through communication with any node that already belongs to the network. On the other hand exclusion and session key rekeying is initiated by one or more nodes. We do not specify the cause for these operations but we propose methods how malicious nodes can be detected.

We also assume that the attacker can obtain all the secret information stored in the compromised nodes, and also that the non-compromised nodes are trusted (i.e. they execute protocol correctly). Finally we assume that all the compromised nodes are detected immediately by at least one non-compromised node. As we are going to present our proposal is immune to an adversary which takes control over up to $t$ nodes, where $t$ is a security parameter chosen
during the system initialization. Since we are interested in wireless ad hoc networks we also assume that an adversary can eavesdrop all communication.

4. The Protocol

In this section we present our protocol for building secure communication trees in the ad hoc network. The protocol consist of three phases: the preprocessing during which the base station determines system parameters and secret data for each node. The initialization phase when nodes determine pairwise keys for communication with each other and the BS. Third phase when nodes use these keys to perform a network organization and establish routing paths.

4.1. Preprocessing

This phase is performed prior to the network deployment. During this stage random prime integer \( p \) and generator \( \alpha \) of the \( Z_p \) group is chosen. Afterwards every node \( u \) obtains \( p, \alpha \) and two distinct polynomials \( g_u(x) \) and \( h_u(y) \). These polynomials are product of an surface \( z = f(x,y) \) intersection with planes \( y = u \) and \( x = u \) respectively,

\[
\begin{align*}
g_u(x) &= f(x,y)|_{y=u} \\
h_u(y) &= f(x,y)|_{x=u}.
\end{align*}
\]

(1)

For simplicity we assume that degrees of those polynomials are equal for every node in the network. We denote \( \deg(g_u(x)) = \deg(h_u(x)) = t \). Polynomials (1) are stored in node’s memory and afterwards the network is deployed.

In this way any two nodes \( u_1 \) and \( u_2 \) get pair of polynomials \( \langle g_{u_1}(x), h_{u_1}(y) \rangle \) and \( \langle g_{u_2}(x), h_{u_2}(y) \rangle \) that intersect in exactly two points:

\[
\begin{align*}
g_{u_1}(u_2) &= f(u_2, u_1) = h_{u_2}(u_1) \\
h_{u_1}(u_2) &= f(u_1, u_2) = g_{u_2}(u_1).
\end{align*}
\]

(2)

In this way each pair of nodes posses two pairwise secret keys.

4.2. Network Initialization

Network initialization enables nodes to determine pairwise secret keys used in one-to-one communication.

To determine key used to secure communication between node \( u_i \) and the BS, \( u_i \) has to compute:

\[
\begin{align*}
K_{BS,i} &= g_u(0) \\
K_{i,BS} &= h_u(0)
\end{align*}
\]

(3)

The same key can be determined by the BS by computing:

\[
\begin{align*}
K_{BS,i} &= f(0, u_i) \\
K_{i,BS} &= f(u_i, 0).
\end{align*}
\]

Pairwise keys between neighbour nodes are determined using a hello message. This is a broadcast message consisting only of node’s id \( u_i \) and random nonce to ensure immunity against replay attack:

\[
\text{Node}_{u_i} \rightarrow \text{Neighbours} : \langle u_i, \text{nonce} \rangle.
\]

Upon receiving this message each neighbour node \( u_j \) computes common secret keys \( K_{i,j} = g_{u_j}(u_i) \) and \( K_{j,i} = h_{u_i}(u_j) \) and response with the acknowledgement message:

\[
\text{Node}_{u_j} \rightarrow \text{Node}_{u_i} : \langle u_j, E_{K_{i,j}}(u_j, \text{nonce}) \rangle.
\]

When receiving this message node \( u_i \) can verify the identity of \( u_j \) by computing the encryption keys \( K_{i,j} \) and \( K_{j,i} \) and decrypting the message. In this way it is ensured that \( u_j \) belongs to the same network. The last step is a response to \( u_j \) to prove \( u_i \)'s identity:

\[
\text{Node}_{u_i} \rightarrow \text{Node}_{u_j} : \langle u_i, E_{K_{j,i}}(\text{nonce} + 1) \rangle.
\]

As show in this example both nodes use two different keys \( K_{i,j} \) and \( K_{j,i} \) to prove their identity. Random nonce used in above protocol is used to ensure security against replay attack.

The last step of initialization process is to establish a group keys between the BS, nodes \( u_i \) and all of their neighbour nodes \( u_j \). This can be done in a very simple way – sending a separate messages to each neighbour encrypted with one of secret keys \( K_{i,j} \) or \( K_{j,i} \). Unfortunately this is a naive solution that waste nodes power and increase communication overhead since the same information has to be transmitted unnecessarily many times.

A much more effective way for group key establishment can be achieved if we take an advantage of fact that all secret keys \( K_{i,j} \) for every neighbour \( u_j \) belong to the same polynomial of degree \( t \).

We propose to exchange group key \( K^G \) according to the following broadcast encryption scheme:

- node \( u_i \) selects a random integer \( r < p - 1 \),
- node \( u_i \) determines the set of pairs \( \Phi = \{ (x, y) \} \) of cardinality \( |\Phi| = t \) as follows:

  - determines the set of excluded neighbour nodes \( \Theta = \{ u_j \} \) such that \( |\Theta| \leq t \),
  - for each neighbour node \( u_j \in \Theta \) adds to \( \Phi \) a pair: \( \langle u_j, \alpha^{g_{u_i}(u_j)} \rangle \mod p \),
  - adds \( t - |\Theta| \) pairs \( \langle x, \alpha^{g_{u_i}(x)} \rangle \) to \( \Phi \) for a random \( x \) such that \( x \neq u_i \) for any node \( u_i \).
selects a group key $K_i^G < p$ and encrypts it as $K_i^G \cdot \alpha^{rg_{u_i}(0)} \mod p$

- broadcast a message:

$$\text{Node}_{u_i} \rightarrow \text{Neighbours} : \left\{ u_i, \alpha^r, \Phi, K_i^G \cdot \alpha^{rg_{u_i}(0)} \mod p \right\}.$$ 

Upon receiving the message each neighbour node $u_j$ can reconstruct the group key using Lagrangian interpolation in the exponent. The decoding procedure goes as follows:

- each node $u_j$ uses its own secret data to compute a pair $\left\{ u_j, \alpha^{r h_{u_j}(u_i)} \mod p \right\}$ and adds it to the set $\Phi$ (note that $h_{u_j}(u_i) = g_{u_i}(u_j)$),

- uses $t + 1$ pairs $(x, y)$ from $\Phi$ to reconstruct the group key as follows:

$$K_i^G = \frac{K_i^G \cdot \alpha^{rg_{u_i}(0)}}{\prod_{k \in \Phi} \alpha^{\frac{0 - u_j}{u_j - u_i}} \mod p}. \quad (5)$$

Above procedure allows to decode the correct group key only if node $u_j$ was not among excluded nodes ($u_j \notin \Theta$).

On the other hand, if node $u_j$ is excluded then his pair $\left\{ u_j, \alpha^{rh_{u_j}(u_i)} \mod p \right\}$ is in the set $\Phi$ broadcasted. Therefore $u_j$ posses only $t$ different pairs instead of $t + 1$ required for reconstruction.

Above procedure requires only one broadcast communication with message size $O(t)$ to distribute group key to all neighbours. Moreover the same procedure can be used subsequently to change the group key or to exclude some nodes from future communication. Proposed scheme allows to exclude up to $t$ nodes through distributing new group key to everyone except selected nodes. Broadcast exclusion scheme proposed here has a feature that identifiers of excluded nodes are broadcasted in a plain text. This is a drawback in standard applications of broadcast exclusions because of lack of anonymity. On the other hand in ad hoc networks this is an advantage since all nodes will know immediately which nodes are excluded.

At this point key establishment phase is complete. Nodes share information about neighbour nodes, determined pairwise secret keys and group keys. The next step is to build communication tree in order to create paths for communication between nodes and the BS.

### 4.3. Building a Communication Tree

Ad hoc networks are usually bigger then communication range of a single node. Therefore it is necessary to build a multi-hop structure that allows to communicate between distant nodes. In this paper we focus our attention on tree-like structure for which cost effective routing algorithm have been proposed [6, 21, 22]. The protocol for creating a communication tree is a straightforward extension of the one presented in [6] and [22].

#### 4.3.1. Clustering

Clustering divides the whole network into groups (clusters) of nodes. Each cluster consist of exactly one cluster head (CH) and few regular nodes (RN). Since CHs are responsible for inter and intra-cluster communication thus their selection has to be based on the energy level. This is a difficult due to fact that nodes are left unattended and have no information about energy of other nodes. Clever protocol (called HEED) to solve this problem was presented by Younis and Fahmy [22]. Their protocol selects CHs based on residual energy, terminates within fixed number of iterations and guarantees good cluster distribution. HEED protocol favours nodes with highest energy but on the other hand it does not guarantee that the strongest nodes will become a CH.

The whole protocol goes as follows:

- each node $u_i$ calculates the probability of becoming a CH:

$$P \left( u_i \text{ is CH} \right) = \max \left( C_{\text{prob}} \cdot \frac{E_{u_i}}{E_{\text{max}}}, p_{\text{min}} \right)$$

where $C_{\text{prob}} = 0.05$, $p_{\text{min}}$ is initially set to $10^{-3}$, $E_{u_i}$ is actual node’s $u_i$ energy and $E_{\text{max}}$ is maximum node’s energy (see [22] for details on those parameters),

- repeat following steps $N_{\text{iter}}$ times:
  - each node $u_i$ selects a number $a_i \in (0, 1)$ independently at random,
  - if $a_i < P \left( u_i \text{ is CH} \right)$ then node $u_i$ becomes a CH and broadcasts a message:

$$\text{Node}_{u_i} \rightarrow \text{Neighbours} : \left\{ u_i, E_{K_G} (u_i, nonce) \right\}.$$ 

Otherwise node listens to the broadcast messages and joins the cluster head heard,

- if node become neither CH nor RN then it doubles its probability of becoming a CH ($P \left( u_i \text{ is CH} \right)$) and enters the next iteration of the protocol,

As it was presented by Younis and Fahmy above procedure terminates in fixed number of rounds $N_{\text{iter}} < \left\lfloor \log_2 \frac{1}{p_{\text{min}}} \right\rfloor + 1$. After this procedure every node is either a regular node or a cluster head.
Comparing to the standard HEED protocol our extension authenticates messages broadcasted by CHs. This is possible since each RN can verify whether \( u_i \) is encrypted in the message.

### 4.3.2. Building the Communication Tree

After network is divided into clusters BS constructs a broadcast message:

\[
BS \rightarrow Neighbours \downarrow BS, E_{K_{BS}}^G (BS, dist_{BS}, cost_{BS})
\]

where \( dist_{BS} \) is a distance to the BS and \( cost_{BS} \) is an overall energy cost of communication with BS [6]. Every node that receives this message decrypts it with a broadcast key and sets its \( dist_i \) to \( dist_{BS} + 1 \) and \( cost_i = cost_{BS} + cost(u_i, BS) \). Afterwards it broadcast new message:

\[
Node_{u_i} \rightarrow Neighbours \downarrow u_i, E_{K_{i}}^G (u_i, dist_i, cost_i)
\]

Any node \( u_j \) that receives subsequent messages from any other node, compares the received tuple \( (u_{new}, dist_{new}, cost_{new}) \) with its current tuple \( (u_j, dist_j, cost_j) \). If \( dist_j > dist_{new} \) then \( u_j \) discards its old tuple and stores the new one. If node \( u_j \) receives few broadcast messages with the same \( dist_{new} \) then it selects a tuple for which \( cost_{new} \) is smaller. In this way the overall cost of communicating with BS will be minimized [6].

The last step of building the communication tree is to inform the BS about all group keys \( K_{i}^G \) established by each CH. This is done through an onion message sent by each CH \( i \) to its parent cluster head \( CH_j \):

\[
CH_i \rightarrow CH_j : O_1 = \langle u_i, E_{K_{i}, BS}^G (K_i^B) \rangle
\]

Upon receiving such message \( CH_j \) expands the message with its id \( u_j \), encrypts it again and sends to the parent node:

\[
CH_j \rightarrow Parent(u_j) : O_2 = \langle u_j, E_{K_{j}, BS}^G (u_j, O_1) \rangle
\]

This messages are routed through tree structure up to the BS. This gives an information about communication tree structure and all group keys used in clusters. These keys will be later used for verifying that routing tree is correct i.e. it leads to the BS.

Above procedure ensures that communication tree will be build securely if attackers cannot compromise nodes of the network. On the other hand, if attacker compromise the node, then he may broadcast fake messages with fake parameters – e.g. he may pretend to be a base station. It is very difficult to prevent such situation during building the communication tree but instead we propose a random verification procedure. In this manner each node \( u_i \) that stores a routing information \( (u_i, dist_i, cost_i) \) with some probability asks BS to confirm his distance from the BS. This is done through an onion message sent to node’s cluster head \( CH(u_i) \):

\[
Node_{u_i} \rightarrow CH(u_i) : O_1 = \langle u_i, E_{K_{BS}}^G (u_i, dist_i, nonce) \rangle
\]

When receiving such message the CH adds its identifier \( u_j \), its distance to the BS \( dist_j \) and encrypts everything again with key \( K_{BS,j} \):

\[
Node_{u_j} \rightarrow CH(u_j) : O_2 = \langle u_j, E_{K_{BS,j}}^G (u_j, dist_j, O_1) \rangle
\]

Successive CHs do the same procedure creating the onion message \( O_n \). Upon receiving \( O_n \) BS decrypts and verifies whether number of encryption \( n \) is the same as \( dist_i \). If so then it response with a confirmation:

\[
BS \rightarrow Node_{u_i} : \langle E_{K_{BS,i}}^G (nonce + 1) \rangle
\]

On the other hand the BS detects that at least one node in the routing path is cheating and impersonates himself. When there is only one such node then the BS knows its position in the tree which equals \( n - dist_i \). In this way the BS is capable of detecting compromised nodes.

### 4.4. Fault tolerance

When nodes fail to operate correctly (e.g. due to power depletion) then it may happened that tree structure breaks into distinct parts. This may cause a number of problems depending on whether node was a RN or a CH. If the node was a RN then neighbour nodes will eventually adjust their roles and takeover the tasks of the depleted one. In former case the communication tree becomes divided into two distinct parts and nodes in a subtree become orphans.

In such situation first nodes from the subtree have to detect that they are orphans and cannot communicate with the BS. This can be done in similar way as routing verification. If no response from the BS is received then node knows that become an orphan and has to reconnect the orphaned subtree to the main network. The way it happens is that each orphan \( u_i \) transmits to its cluster head \( CH_j \) a message to confirm its operation. When receiving such message \( CH_j \) response to the orphan \( u_i \) and asks its parent CH to confirm its operation too. This procedure is repeated by each CH that receives a request up to some \( CH_l \) that will not get a response since its parent \( CH_k \) depleted. In such situation \( CH_l \), which shares a key with \( CH_k \), broadcast a message to \( CH_k \) neighbours with an information that communication tree requires to be reconnected

\[
CH_l \rightarrow Neighbours : \langle u_i, E_{K_{i}}^G (u_i, "reconnect") \rangle
\]
Upon receiving such message all nodes in the neighbourhood repeat the clustering process. Afterwards new elected CH broadcasts a message indicating that it is looking for a parent:

\[
\text{CH}_{\text{new}} \rightarrow \text{Neighbours} : \langle u_{\text{new}}, "\text{orphan}" \rangle.
\]

All neighbour CHs that receive that message response with:

\[
\text{CH}_i \rightarrow \text{CH}_{\text{new}} : \langle u_i, E_{K_{\text{new}}}(u_i, dist_i, cost_i) \rangle.
\]

Based on that messages new cluster head can verify whether node \(u_i\) is a legitimate node (i.e. knows encryptions key) and select a parent that minimizes routing costs to the BS. The last step is to generate new group key \(K_{\text{new}}^G\) and reroute the subtree if distances from the BS have changed.

### 4.5. Communication

In previous sections we have presented how nodes are capable of establishing encryption keys for one to one communication (pairwise keys) and group communication (group keys). These keys allow to ensure security in one-to-one and one-to-many communication. They also allow to authenticate one-to-one communication but fail to guarantee the originality of messages sent from the BS in broadcast mode (one-to-many communication). This allows a malicious CH to use the group key and send forged messages to neighbour nodes pretending that messages came from the BS.

Dimitriou [8] proposed to use one-way key chain commitments to defend against such impersonation. Nevertheless his proposition increase immunity it cannot defend against an adversary who may jam communication so that some nodes miss some messages and thus commitments. Afterwards adversary introduce new messages by “recycling” the unused commitments. As presented in [8] in such situation it will be impossible for nodes to notice the faked messages.

Instead of one-way keys we propose to solve this problem using commitments on messages sent by the BS so that each node will be able to verify that massages came from the BS in fact. To do this the BS has to extend each broadcasted message \(m\) with commitment computed as follows:

- BS computes \(v = \text{HASH}(m)\) and \(g_{BSv} = f(0, v)\).
- BS computes \(w = f^{-1}(0, v) \mod (p - 1)\) and \(\alpha^w \mod p\).
- BS selects a set \(\Lambda\) of \(t\) pairs of the form \((x_j, \alpha^{w_{BSx_j}} \mod p)\) for random \(x_j\) such that for any node \(u_i \neq x_j\).
- the commitment for message \(m\) has a form:

\[
\text{Commit} = (\alpha^w \mod p, \Lambda).
\]

Upon receiving the message \(m\) and commitment each node \(u_i\) can verify its correctness by adding a pair \(\langle u_i, \alpha^{w_{bs_i}(BS)} \mod p \rangle\) to the set \(\Lambda\) and checking whether:

\[
\alpha = \prod_{i \in \Lambda} \alpha^{w_{BSx_i}} \prod_{j \in \Lambda, j \neq i} x_j^{n - x_j} \mod p \quad (6)
\]

If (6) holds than node \(u_i\) is ensured that message \(m\) was sent by the BS. This is due to fact that only BS knows polynomial \(f(x, y)\). Additional advantage of this authentication is that commitment depends on message being sent. Therefore an adversary cannot introduce new messages by “recycling” unused commitments as it was in [8].

### 5. Security Analysis

Proposed protocol for secure communication in ad hoc networks is based on secret sharing proposed by Shamir [18]. Shamir’s proposal is \(t\)-resilient which means that it is secure as long as less then \(t + 1\) users collude in order to compromise the security. Precisely, secret sharing assumes that at least \(t + 1\) users have to use their shares in order to reconstruct the secret. In our proposal the function \(f(x, y)\) is a secret that is shared among all nodes of the network. Each node poses the share which consist of two polynomials of degree \(t\) resulting from intersections of the surface \(f(x, y)\) with planes \(x = u\) and \(y = u\). Therefore in order to describe unambiguously the whole surface \(t + 1\) different polynomials are needed (either \(g_u(x)\) or \(h_u(y)\)). Therefore our proposal is a \((t, n)\) secret sharing scheme which is \(t\)-resilient – secure as long as less then \(t + 1\) nodes are compromised (i.e. \(t + 1\) polynomials are revealed).

Broadcast encryption was first proposed by Fiat and Naor [9]. Nowadays almost all broadcast encryption schemes are based on secret sharing and so is our proposal. Additionally we utilize random integers \(r\) and hide polynomial in the exponent modulo prime \(p\). Both techniques enforces security and are widely described in the literature on broadcast exclusion (e.g. [13, 20]). As it was presented in [20] using random integers \(r\) ensures security for an unlimited number of executions of broadcast protocol. On the other hand we do not cope with traitor tracing and lack of anonymity of excluded nodes. Traitor tracing is out of scope of this paper while lack of the anonymity is an advantage since when nodes are excluded every other node immediately knows their IDs.

We now analyze the security ensured by the proposed scheme by discussing the general attacks on wireless ad hoc networks [12]:

- Spoofed, alerted or replayed routing information. This is the most direct attack against the routing protocol that targets information exchanged between nodes.
However, this is not a problem in proposed routing protocol since all information is encrypted and nodes possess an opportunity to verify the routing information securely.

- Selective forwarding. In this kind of attack an adversary is included in the communication tree (i.e. some cluster head has been captured) and selectively forwards some packets while drops the rest. This is a very difficult problem however our proposal increase security enabling nodes to verify the routing tree securely. Moreover, since all communication is encrypted the malicious CH has no information which messages it forwards or drops. Additional one-time passwords can be used to allow RNs to verify if they receive all communication from the BS. If some communication is missed than this indicates a possible selective forwarding attack.

- Sinkhole attacks. These kinds of attacks work by making a compromised node look especially attractive to neighbour nodes with respect to the routing algorithms. However, this kind of attack is not a problem in our proposal since routing information can be verified securely based on the secret key shared by each node and the BS.

- Sybil attack. This attack assumes that one node can present multiple identities to its neighbours thus appearing to be in more than one place in the network. By doing so, an adversary may be able to control communication in different parts of the routing tree. In our protocol this kind of attack does not apply since each node \( u_t \) is equipped with exactly one pair of secret polynomials \( g_{u_t}(x) \) and \( h_{u_t}(y) \). This information is not enough to present multiple identities.

- Impersonation attack. In this attack malicious node tries to impersonate itself as some other node or the BS. In out protocol this kind of attack does not apply to the BS since all communication from the BS is authenticated using broadcast encryption. On the other hand malicious CH may impersonate himself as one of its parents.

Security of the proposed protocol is solely based on the secrecy of polynomials \( g_{u_t}(x) \) and \( h_{u_t}(y) \) stored in nodes. These polynomials are of degree \( t \) and each have exactly one intersection point with BS’s polynomials \( g_0(x) \) and \( h_0(y) \) which are also of degree \( t \). Thus to break the security of the proposed protocol it is enough to compromise \( t + 1 \) nodes from the network and use their information to reconstruct \( g_0(x) \) and \( h_0(y) \). Therefore \( t \) is a security parameter that should be chosen with caution: on one hand it increase security while at the same time increase communication and computation overhead - sizes of broadcast encryption messages and number of exponentiation in broadcast exclusion protocol depends linearly on \( t \). For comparison to break the protocol proposed by Dimitriou [8] it is enough to compromise only one node from the whole network.

When selecting the parameter \( t \) during preprocessing phase one should take into account following properties:

- \( t \) should not be larger than the average number of RNs in one cluster. If \( t \) is larger than number of RNs then broadcast exclusion requires message of bigger length than sum of lengths of massages sent to each RN when one-to-one communication is used.

- \( t \) cannot be equal 1. If \( t = 1 \) then our proposal is the same as [8] with lack of authentication of BS’s messages and without possibility to verify the routing information.

- \( t \) indicates the number of nodes that has to be compromised by an attacker to break the security of the proposed scheme.

Comparing our proposal to other solutions we should mention the TESLA protocol [17] which has good security properties. TESLA achieves authenticated broadcast communication by using on-way key chains and delayed key disclosure. TESLA, however requires loose time synchronization and cannot be applied to the communication trees.

### 6. Protocol Overhead

Proposed protocol ensures security and message authentication at similar cost as other protocols presented so far [8, 17]. Additional properties like broadcast exclusion and BS authentication require additional tradeoff in computation. This is mainly due to fact that security of broadcast exclusion is based on discreet logarithm problem.

On one hand this ensures security and allows to minimize network communication on group key exchange, rekeying and network management. A performance analysis of other protocols [8] and analysis presented in [1, 3] shows that the best GDH-like protocol requires number of messages proportional to the number of nodes in the cluster. For broadcast encryption protocol implemented in our proposal this overhead is of order \( O(t) \) where \( t \) is a parameter chosen during preprocessing phase.

On the other hand broadcast encryption also requires nodes to compute exponent which is a complex operation for constrained devices. Nevertheless this inconvenience we think that our proposal is a promising opportunity for existing protocols. Moreover according to [11] each bit transmitted consumes as much power as 800-1000 instructions. Therefore we think that number of computation can
increase slightly if we decrease communication overhead at the same time.

Our proposal also requires additional storage at nodes to store secret data – polynomials \( g_u(x) \) and \( h_u(y) \). This requires \( O(2t) \) memory but we think that it is allowed since memories become cheaper and smaller every year, creating a possibility to extend capabilities of nodes. Moreover this storage overhead is comparable to the one of GKMPAN-like protocols [23].

Proposed protocol requires additional preprocessing phase in which surface \( z = f(x, y) \) is created. As mentioned earlier intersection of this surface with planes \( x = u \) and \( y = u \) results in two polynomials of degree \( t \). Such property is achieved always when surface is of the form:

\[
z = f(x, y) = \sum_{i=0}^{t} a_i(x) x^i = \sum_{i=1}^{t} \left( \sum_{j=0}^{t} a_{ij} y^i \right) x^i \quad (7)
\]

According to (7) one has to choose \( t \) polynomials of variable \( y \) that will determine coefficients for polynomial of variable \( x \). It can be also seen that if we put \( x = y = u \) results in two polynomials of degree \( t \). Since exact equation for the surface (7) has to be known only to the BS thus no additional storage is required at nodes. We also assume that the BS is capable of storing all data needed to reconstruct surface’s equation.

It is also worth to mention that in general degrees of node’s polynomials \( \deg(g_u(x)) \) and \( \deg(h_u(x)) \) can be different – \( t \) and \( s \) respectively. From the security point of view however only the smallest value of those parameter matters. Therefore in our paper we assumed that those parameters are equal \( \deg(g_u(x)) = \deg(h_u(x)) = t \).

### 7. Conclusions and Future Work

We have presented novel protocol for secure establishment of communication trees in ad hoc networks. Our proposal assumes that nodes are capable to store \( O(2t) \) secret data and are capable of performing exponentiation. At those costs our proposal achieves high level of security ensuring:

- secure one-to-one communication encrypted with pairwise secret keys shared by each pair of nodes,
- secure group key exchange protocol based on broadcast encryption scheme,
- secure one-to-many communication encrypted with group keys,
- possibility to verify routing information and detecting orphans,
- possibility to verify authentication of messages sent by the BS,
- possibility to exclude up to \( t \) nodes within one cluster from future broadcast communication.

Comparing to other protocols from literature our proposal increase immunity to the coalitions of malicious nodes. In our protocol more than \( t \) nodes have to collude in order to reconstruct surface equation \( f(x, y) \) and break the scheme. Another advantage is low communication overhead on group key establishment which equals \( O(t) \) per each cluster.

Our future work will attempt to adjust proposed protocol for mobile ad hoc networks (e.g. Vehicle Ad Hoc Networks – VANETs).

### References


[2] E. Anton, O. Duarte: Group key establishment in wireless ad hoc networks, Workshop on Quality of Service and Mobility (WQoSM), 2002


AUTHOR BIOGRAPHIES

JAN NIKODEM received his M.Sc. in Artificial Intelligence in 1979 and Ph.D. degree in Computer Science in 1982 from Wroclaw University of Technology (WUT), Poland. Since 1986, he has been an Assistant Professor in the Institute of Technical Cybernetics, WUT. Since 2005 in the Institute of Computer Engineering, Control and Robotics. His current research are focused on the area of wireless sensor networks, digital data transmission protocols and embedded systems.

Maciej NIKODEM received his MSc degree in Computer Science from Wroclaw University of Technology in 2002, now he is on Ph.D. studies in Computer Science. His research interests include cryptography, cryptanalysis, wireless communication and data base security.
A Multi-Tier, Multi-Role Security Framework for E-Commerce Systems

Dr. Ernest Cachia, Mr. Mark Micallef
Software Engineering Process Improvement Research Group
Department of Computer Science and Artificial Intelligence
University of Malta
ernest.cachia@um.edu.mt, mmica01@um.edu.mt

Abstract

As the use of the internet for commercial purposes continues to grow, so do the number of security threats which attempt to disrupt online systems[1][8][9]. A number of these threats are in fact unintended[12]. For example, a careless employee might drop a cup of coffee onto essential equipment. However, when compared to the brick and mortar world, the internet offers would-be attackers a more anonymous environment in which to operate. Also, the free availability of hacking tools makes it possible even for the curious teenager to carry out dangerous attacks.[3]. Despite this ever-present threat however, it is all too often the case that security is dealt with (if at all) after a web application has been developed[2]. This is mainly due to our software development heritage whereby companies prefer to focus on the functionality of new systems because that provides and immediate return on investment.

This paper proposes a framework for building security into web applications as they are being developed. The core philosophy here is that security is too big an issue to leave up to one person/team after the product has been developed. The framework also provides a quality assurance process and a communication protocol to ensure that all security-related tasks have been carried out.

Keywords: Security, Software Quality Assurance, Web Applications, E-Commerce

1. Introduction

W. Edwards Deming stated several years ago that the quality of a product is directly related to the quality of the process used to create it"[4]. Although Deming's work involved production work during World War II, his statement holds true to this day when dealing with complex software systems. As part of a wider body of work dealing with the rapid development of high-quality e-commerce systems[6], the authors of this paper identified the five most important quality attributes in e-commerce systems of which the most important was deemed to be security[5].

Despite the importance of security, it is still often the case that high-profile breaches surface in the news with many more going unannounced[3][8][9]. It appears that development companies focus mostly on functionality when developing a system since this is perceived to provide an immediate return on investment. However, a study amongst 350 online shoppers, by the authors of this paper revealed that 86% of potential customers would not shop at a site if they were not confident in its security capabilities[5]. Also, 36% of online shoppers consider security considerations as the primary reason for choosing a brick and mortar store over an online equivalent[5]. This leads to the observation that web application developers are not really delivering a product of good quality when they concentrate on functionality, but rather they deliver one of perceived quality. The lack of focus on security throughout a web application's development life cycle often leads to a vulnerable first release of that application[2]. Considering potential customers' security awareness, this may prove to be a costly mistake. This paper explores the world of online security threats and proposes a process-based framework for their prevention. As explained in section 2, the framework splits the building of web application embedded security into digestible chunks. A clear benefit of this is that the responsibility of security is shared by multiple players who participate in a web application's development life cycle.

2. Principles behind the paper

The proposed framework is based on three fundamental principles.
Firstly, security is a quality attribute which like other quality attributes, should be built into the system throughout its life cycle and not added on as the system nears completion[10][11]. There are a number of popular misconceptions that securing a web application simply involves setting up a firewall and/or using secure connections such as SSL[12] between the clients and servers. However, with increasingly sophisticated attacks being developed and the multifaceted nature of security, it is felt that such approaches will contribute towards solving the security problem but will not eliminate it. A system is only as secure as its weakest link[14] and as such, the framework provides a routine way in which security can be built in at different stages of development. One could also argue that testing for security after an application has been developed is likely to lead to a vicious circle of testing, patching and consequent degradation of system functionality[15]. Such approaches usually have a negative affect on the system's maintainability[16] and the question of “did we miss anything?” is likely to linger on even after release since no one can guarantee that all the security problems had been discovered and fixed.

The second principle on which this framework is based involves the sharing of responsibility for security by all the parties contributing to the development and deployment of a web application. By having everyone build in their own aspect of security, securing the web application becomes a more structured and hence controllable effort. Also, the resultant system is likely to be more secure as different security viewpoints are built in by people who are most knowledgeable about that particular aspect of security. For example, a software developer will and it relatively easy to make sure that all input fields in an online form are validated (unvalidated input fields are a top security risk in web applications [17]) where as a security engineer who is responsible for all security issues related to a web application product may have difficulties verifying such validation. Conversely, the security engineer would feel comfortable analysing system logs to detect potential intrusions whereas a developer might find this to be a daunting task.

The third and final principle acknowledges the dynamic nature of security issues. Although it is believed that sound engineering practices will eliminate most security problems, it would be unrealistic to claim that one can guarantee protection against future threats. Therefore, the proposed framework provides methods through which new countermeasures can be constructed by users of the framework in order counteract future security treats.

3. Important Issues

This section discusses a number of issues which are required to understand the way the security framework is designed to operate. More specifically, this section outlines issues relating to the different types of security threats, software development life cycle concerns and typical roles taken by contributors to a web application’s development life cycle.

3.1. Types of Security Threats

Through research in psychology, it has been established that humans are able to handle large quantities of information much more efficiently if they are able to classify it into a manageable number of categories[18]. As a precursor to this work, the authors of this paper developed an ontology of security threats which pertain to web applications[7]. Within this ontology, five broad types of security threats were identified. These are shown in the figure 1.

![Figure 1 - Types of security threats](image)

A web application may be compromised by threats which exploit vulnerabilities relating to any one of the categories shown in figure 1[7]. All too often, one may be lull into a false sense of security by emphasising security against threats on one of the above-mentioned levels. For example, one could feel that using secure communications[13] is enough to ensure a particular application's security. However, secure communications only assure privacy at the network level and a private web conversation with a hacker will not deter him/her from exploiting vulnerabilities of a different nature. The following is a brief discussion of the threat categories (sometimes referred to as levels) shown in figure 1.

At the physical level, one must ensure that the locations where hardware (be it for deployment or development purposes) resides are physically
secured[19]. Any physical intrusion into such a location may resulting interruption of service, stolen data, and so on. In such cases, intruders may not necessarily be outsiders but could also be insiders (e.g. disgruntled employees).

Another category of security threats involves exploiting vulnerabilities at the network level. Such threats attempt to manipulate shortcomings in communication protocols to disrupt service and/or gain access to private information. Appropriate actions must be taken to prevent this from happening[12].

The operating environment where a web application is hosted is also vulnerable to attacks. Vulnerabilities may be present in any components ranging from the operating system [20] to any other web-enabled component such as web server software, mail server software, and so on[21]. Again, one can easily imagine a scenario where an application is highly secured by developers, only to be breached by attacking its operating system instead of the application itself.

The category of application level threats refers to threats which exploit vulnerabilities within the web application itself. SQL injection attacks, cross-site scripting and authentication-related attacks are typical examples of threats which can be found at this level[17][22]. It is beyond the scope of this paper to explore the technical merits of such attacks.

Finally, one should discuss vulnerabilities at the human level of security. Such vulnerabilities involve trusted human beings knowingly or unknowingly enabling outsiders to breach a web application and access restricted data[23]. Numerous incidents have been reported whereby a technically secure web application was breached because an insider was tricked into revealing information such as their username and password (a technique commonly known as social engineering). An effective security policy must ensure that trusted users are in a position to repel any attempts made to use them as a weak point within the application's security structure.

3.2. Lifecycle Issues

In another publication by the authors of this paper[6], the argument was made that based on a number of surveys and scientific research, the nature of e-commerce systems and the time frames in which they are developed makes them ideal candidates for a RAD-based life cycle. The authors also proposed a RAD-based life cycle which is specifically tailored to such systems[6]. To this extent, the framework proposed here is designed to be integrated into a RAD-based development life cycle such as DSDM[24].

3.3. Roles within a Web Application Development Team

Throughout its lifetime, from conception to deployment, a web application will be influenced by a number of people, all of whom have one or more roles to play with respect to that application. As already discussed, the security framework proposed in this paper spreads the process of building security into a web application across the development life cycle as well as placing responsibility on a number of different contributors. Typical “roles” which influence an application's development usually include the software developer role, the tester role, the security engineer role, and so on. Depending on the size of the organisation in question, there may be multiple persons with the same role or even single people who take on the responsibility of more than one role throughout the application's life cycle.

The processes being proposed in this paper do not assume any particular configuration of human resources within a project. This is mainly due to the fact that different companies organise their human resources in different ways. For example, whilst some companies may have software engineers working on single projects carrying out analysis, design, development and testing, others may have specialists carry out specific tasks across a number of projects. It is beyond the scope of this framework to impose development roles on an organisation as this would immediately render the framework unusable by organisations who are not in a position to change their human resources structure. However, one must be aware of who does what within the organisation in order to use the methods being proposed in this framework.

4. Framework Components

Generically speaking, the proposed framework provides mechanisms for the prevention, detection, and recovery from security threats to web applications[12]. The main emphasis in the process is placed on prevention since it is more desirable to not suffer a security breach than it is to be able to recover from one. However, detection and recovery mechanisms should always be in place in case of a security threat managing to materialise.

Since the framework spreads responsibility for security across multiple stages and multiple players,
project managers need to be sure that everyone is actually living up to their obligations. Consequently, the framework proposed here provides a number of assurance and accountability mechanisms for this purpose. Also, effective communication between contributors to a web application is very important. In many cases, one person's task may depend on other tasks being completed. In the flurry of activity which is constantly happening during a development project, an underlying order in the way people communicate is essential. Therefore, the framework also proposes a simple communication protocol which keeps everyone up to date with the status of their relevant tasks.

Given the above considerations, the proposed framework is composed of four main components as follows: a Threat Profiling Process, a Threat Management Process, an Assurance & Accountability Process and a Team Communication Protocol. Figure 2 depicts how these components interact together and is followed by a detailed description of each one. In order to give the proposed framework a practical context, each section will give an example of how the framework would be used to deal with a real-world threat. The threat in question will be the threat of Unvalidated Input.

4.1. Threat Profiling Process

This component of the framework is the most crucial of all and deals with identifying a new security threat and determining how it should be tackled. Based on reasoning in a precursor to this work by the authors of this paper [7], a threat profile consists of four categories of information as shown in figure 3.

<table>
<thead>
<tr>
<th>Threat Profile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information about the threat</td>
</tr>
<tr>
<td>How to prevent the threat</td>
</tr>
<tr>
<td>How to detect occurrence</td>
</tr>
<tr>
<td>How to recover in case of breach</td>
</tr>
</tbody>
</table>

Figure 3 - A high-level threat profile

4.1.1. Information about the threat. This category of information deals with identifying details about the threat, what harm it can cause and which level of security (see section 3.1) it would breach. The following information should be collected about a threat:

- **ID** - Give the security threat an internal unique ID for later reference in the framework and possible future use of storing in a database.
- **Name** - A human-readable name which identifies the threat.
- **Security Level** - The security level (section 3.1) which the threat pertains to.
- **Severity Level** - An indication of the amount of harm and/or fallout which would result from the threat if it materialises. It is proposed that this information be categorised as low, medium or high. A low severity level indicates that the consequences of a materialisation of this threat would have little repercussion on the web applications ability to keep functioning and on its reputation. An example of this might involve a relatively harmless adware program managing to install itself on a server. A threat with medium severity is one that causes a degradation in service without completely disabling the site or one that causes damage or loss which can be recovered. Examples might include minor website defacements, or loss of data which is regularly backed up and can thus be retrieved. Finally, a high severity level indicates threats which severely impinge on a web application's stability and/or its users' privacy and security. Examples include hackers gaining access to clients' personal information, viruses corrupting or erasing data in such a way that it cannot be retrieved, and so on.
- **Environments Affected** - Information about which environments are affected by this threat. This may include information about operating systems, web servers, firewalls, and so on.
- **Threat Description** - A sufficiently detailed description of what the threat does, which vulnerabilities it exploits, and the repercussions should the threat materialise.
- **People Involved** - A list of people/roles involved in potentially introducing and/or solving the problem.
- **Introduced In** - A list of life cycle phases in which the threat is likely to be introduced.

In terms of a practical example, the security information about the *Unvalidated Input* would look something like this. For the sake of brevity, some details are omitted from practical examples:
4.1.2. How to prevent the threat. This part of the proposed framework involves important work which influences the effectiveness with which the threat in question could be prevented. During this stage of the framework, representatives of each role in a team would meet and brainstorm how a threat could be prevented. Participants must work with three elements: the threat itself, the life cycle stages in which it can be prevented, and finally the people who will prevent it. No predefined series of steps for carrying out this step is being proposed at this stage. This is because each team has its own dynamics when conducting a brainstorming session and imposing a rigorous structure on such meetings may prove to be counter productive. However, two deliverables are required from this stage of the framework. The first is a prevention document which describes what steps need to be taken to prevent the threat from materialising, who will take them and at what stage of the development lifecycle. Depending on the practices and conventions employed by the organisation in question, such a document could be text-based or graphics-based. The practical example in figure 5 takes a graphical approach.

The second deliverable is a coverage and accountability matrix. This is a condensed version of the prevention document which will be combined with accountability matrices from other threats later on in the framework to ensure that all security threats have been catered for. The matrix will list the tasks which need to be carried out in row headings, and the people responsible for carrying them out in the column headings. An appropriate symbol representing a stage in the life cycle is then placed at the intersection of a row and column to signify that a particular person should carry out a particular task at a particular stage in the life cycle. An example of this is shown in figure 6.

**4.1.3. How to detect and recover from threat materialisation.** Despite all the planning and prevention mechanisms, instances may arise whereby a particular threat still materialises. This may happen for various reasons, which include new security threats which have not yet been incorporated into an organisation's processes, human error, and so on. Given the possibility of security breaches actually occurring, a process must be in place to detect a breach deal with it. The same brainstorming session which deals with how to prevent the threat (section 4.1.2) should be extended to deal with detecting an occurrence of the threat and also define how to recover from it. Again, no rigorous structure is imposed here but the reaction to a security breach must include the following categories as a minimum:

- Implementation of detection mechanisms for the threat
- Immediate steps to minimise the effects of the breach (damage control)
• Identify and fix the cause of the breach
• Restore the web application to normal operation
• Review procedures which deal with that particular threat so as to minimise the risk of a future breach

Of course, the team may decide to include further steps in the case of particular breaches. In a practical context, a detection mechanism for threats related to unvalidated input may be the detection of a database error. If testing was properly carried out, a database error may be a strong indication that someone has gained access to the database and is trying to determine its structure. If it is established that an attack has in fact occurred, one process which could be implemented would be as follows:

1. Identify and disable the section of the site which allowed the materialisation.
2. Identify damage which was cause and attempt to reverse it.
3. Develop, test and deploy a fix
4. Analyse why the threat materialised and who was responsible for it
5. Take corrective action to minimise future occurrences (e.g. train developers, modify procedures, etc)

4.2. Threat Management Process

Within the proposed framework, once a threat has gone through the threat profiling process, it should be integrated into the threat management process. This process consists of the following three steps. The first step involve composing together all Accountability and Coverage matrices. This will result in a matrix which displays information about all security-related actions which must be taken by different people at different stages of the application's life cycle. Once this has been done, the newly composed matrix is broken up into several lists of tasks for each person involved with the application. Tasks are grouped together in categories corresponding to the stage of the life cycle in which they should be carried out. This is a simple mechanical process which could easily be automated through a computer program. At this stage, each person working on an application will receive a task-list which is tailored to his/her role within the application. Figure 7 gives a simplified example of two different people receiving customised task lists.

The final stage involves each person making sure that all his/her assigned tasks have been carried out as each phase of the life cycle comes to an end. Should someone have difficulty understanding what exactly needs to be done, he/she could refer to the relevant prevention document which was produced in the threat profiling stage (section 4.1.2).

![Specification Stage](#)

**June (Developer)**

- Specify what types of validation need to be carried out.

![Development Stage](#)

**Michelle (Tester)**

- Implement all specified data validation.
- Review validation specs and provide feedback.
- Test a random 10% of specified validations.

Figure 7 - An example of personalised task lists

4.3. Assurance and Accountability Mechanisms

In an ideal world, human beings would be infallible. However, we do not live in such a world. People have the tendency to make mistakes, forget to perform tasks, or even intentionally avoid carrying out all the work they are assigned to do. If a developer forgets to implement validation checks on a web application's inputs, then it becomes vulnerable to a number of attacks, thus rendering everyone else's efforts to secure the application effectively futile. In view of this, the proposed security framework provides the following assurance and accountability mechanisms.

Firstly, each person on the team will be given a tick-list which is basically a copy of the task list with a tick-box next to each task. As each task is completed, one would tick the associated box in the tick-list. As a fundamental requirement, each person is required to sign off a completed tick-list at the end of each stage of the life cycle. Much in the same way that agile techniques such as DSDM[24] recommend pairing developers up to work on the same tasks, it is being recommended that people pair up to verify that each other's security responsibilities have been met. That is to say, each partner walks the other through the
security related actions which were taken during a particular stage of the development life cycle. This need not be a complicated or time consuming task but rather an informal walkthrough of what was done. Since other checking mechanisms are likely to have been put in place during the brainstorming session (section 4.1.2), this pairing up is an optional recommendation which although beneficial, could be perceived to be a strain on a small organisation's resources.

4.4. Communication Protocol

The final component of the framework deals with communication between team members. In many instances, a particular security threat may need to be counteracted by more than one person within a team. This is in fact one of the principles behind this framework. In such cases, communication between the different team members is key because the work of one person could easily undo the work of another.

Consequently, a communication protocol is being proposed whereby team members send predefined messages to each other at key stages related to their work. For each threat, a series of communication messages are defined. In some cases, messages may be as trivial as notification that a particular task has been carried out whilst other messages may include more information such as detailed specifications. A message consists of a trigger, a source, a list of recipients and some form of content. The trigger is an event which triggers the sending of the message (e.g. a task being completed) whilst the content could be anything from a simple sentence to a complex document.

![Diagram of communication protocol](image)

Figure 8 - An example of messages relating to particular threats

Consider the example shown in figure 8. This diagram depicts communication between different people during different stages of the life cycle. A message is represented by a line with a diamond shape indicating the originator of the message and a circle for each recipient. The first message is a specification document originating from the analyst to the other three people involved. Following that, the tester sends feedback about the document to the team lead, developer, and analyst. During the development phase, the developer sends a notification to the team lead that the validation has been implemented, who in turn informs the tester that all development has been completed. Finally, the tester tests the implementation and sends a list of discovered problems to the developer.

Once it has been effectively specified, required communication becomes a routine task which can be listed on a team member’s task list and hence significantly reduce the chances of someone forgetting to relay important information to other parties.

5. Conclusions and Future Work

It is believed that the framework presented here provides a fully comprehensive process for building security into web applications. The multi-tier, multi-role approach seeks to mitigate the overwhelming task of securing a web application by distributing the responsibility for security amongst all contributors to the development of the application.

Future work in this area will involve using the processes proposed here to create threat profiles for a sufficiently large number of security threats so as to make the framework useful in practical setting. Once this has been done, an industry trial will be performed whereby the framework will be used during a number of development projects in order to verify the effectiveness of the methods presented in this paper.
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Abstract

Intrusions impose tremendous threats to today’s computer hosts. Intrusions using security breaches to achieve unauthorized access or misuse of critical information can have catastrophic consequences. To protect computer hosts from the increasing threat of intrusion, various kinds of Intrusion Detection Systems (IDSs) have been developed. The main disadvantages of current IDSs are a high false detection rate and the lack of post-intrusion decision support capability. To minimize these drawbacks, we propose an event-driven intrusion detection architecture which integrates Subject-Verb-Object (SVO) multi-point monitors and an impact analysis engine. Alert fusion and verification models are implemented to provide more reasonable intrusion information from incomplete, inconsistent or imprecise alerts acquired by SVO monitors. DEVS formalism is used to describe the model based design approach. Finally we use the DEVS-JAVA simulation tool to show the feasibility of the proposed system.

1 Introduction

The scale and intensity of information attacks have risen over the years. These attacks usually cause severe loss to individuals and businesses, and threaten the security of a nation. Routine authentication and access control mechanisms have proven inadequate in preventing attacks. Information security infrastructure has relied more on Intrusion Detection Systems (IDSs) [1]. Generally, an IDS detects unwanted manipulations to a system, such as network attacks against vulnerable services, data driven attacks on applications, host based attacks such as privilege escalation, unauthorized access to sensitive files, and malwares.

Many techniques have been applied within IDSs to detect intrusions, such as expert systems, state transitions, probabilistic approaches, process profiling, etc. These various IDSs can be categorized into two classes: signature-based and anomaly-based detections [2]. Signature-based IDSs compare current events with known attacks and look for similarities. The major limitation of the signature based detection method is that it cannot detect novel attacks. Anomaly based IDSs do not share this limitation since they model normal behaviors and attempt to identify abnormal activities of computer performance metrics. For this reason, anomaly detection exceeds signature based detection. However, anomaly detection systems are seldom implemented due to their high false alert rate. Our intention is to build a host based intrusion detection system that can detect novel attacks with a low false alert rate.

All IDSs are based on the belief that an intruder’s behavior has measurable differences from that of a legitimate user. Therefore how to manipulate the incoming event is a big issue. Traditionally, IDSs treat an incoming event as a single signal, which increase both false positive and negative alert rates. Our solution is to apply Subject-Verb-Object multi-point monitors, which can detect deviations from normal behavior and trigger different alerts.

The issue of the SVO model is that when an IDS runs, it will generate a tremendous number of events in real time. Hence, it is inefficient and impractical for the system administrator to react promptly. To minimize the cognitive overload on administrators, yet present them with the information they require, an alert fusion model is implemented to collate the alerts from different sensors which provide inconsistent information [6][8][11][13].

The proposed fusion model employs multi-level processing architecture, which identifies categories of techniques and algorithms for performing the specific functions [3][4]. In addition to the source data and model interface, four processing levels are involved: source preprocessing, alert data normalization, spatial alert fusion, and temporal alert fusion. A knowledge base is applied to improve the performance of the fusion processes. Each processing level has knowledge of the nature of the problem.

This paper is organized as following: section 2 describes the SVO model and system architecture of the proposed
IDS. Section 4 presents the multi-level alert fusion model. In section 3, we discuss the DEVS model design and simulation using DEVS-JAVA in detail.

2 Event-Driven Intrusion Detection System

2.1 SVO Model

Subject-Verb-Object (SVO) is a linguistic typology concept we use to describe the intrusion event. The Subject refers to the origin of the action; the Verb indicates the subject’s action; and the Object denotes somebody or something involved in the subject’s performance. Any event happening inside a computer has its subject, which most often is a running process. Here we explicitly differentiate the subject from the owner, who is the actual user that runs the process. Similarly, the verbs and objects can be identified. Putting the subject, verb and object into a triple allows us perform fine grain analysis of the events.

In order to reduce the triple events combination, a critical event set is defined so that events out of this set either pose no threat or are trivial threats that can be ignored. In the current stage of our research, we focus on the critical set that contains important files we want to protect.

2.2 System Architecture

With the SVO model and critical event set, the IDS architecture is shown in Fig 1. In the figure, there is an SVO anomaly detection engine, which consists of separate Subject, Verb and Object detection models; an alert fusion engine; and a decision support model. They address problems such as how to detect an abnormal event, what to do with an alert and how to assist the system administrator when a threat is identified.

The Data Source at the left end of Fig. 2 indicates alerts from different anomaly monitors. The right end of the figure shows the system interface to the fusion system. Four processing levels are presented in the figure. The first one is Source Preprocessing, which synchronizes the information flow from different sensors and reduces data overhead for further levels. The second processing level is Alert Normalization, which transforms different alerts into a consistent set of scale. The third level is Spacial Alert Fusion, which fuses alerts from different anomaly detection monitors. The fourth level is Temporal Alert Fusion, which combines alerts within a time sequence and gives more useful intrusion information. The four levels are described below in greater detail.

3 Alert Fusion Model

The goal of the alert fusion model is to get more consistent intrusion information based on the alert data coming from the anomaly detection engine. The multi-level processing model of the fusion model is shown in Fig. 2.

The Data Source at the left end of Fig. 2 indicates alerts from different anomaly monitors. The right end of the figure shows the system interface to the fusion system. Four processing levels are presented in the figure. The first one is Source Preprocessing, which synchronizes the information flow from different sensors and reduces data overhead for further levels. The second processing level is Alert Normalization, which transforms different alerts into a consistent set of scale. The third level is Spacial Alert Fusion, which fuses alerts from different anomaly detection monitors. The fourth level is Temporal Alert Fusion, which combines alerts within a time sequence and gives more useful intrusion information. The four levels are described below in greater detail.

3.1 Source Preprocessing level

Source Preprocessing, the first step of alert fusion, addresses reducing the overhead alert information and distributing data to appropriate processes.

Following the SVO model, an event, such as “process A read file B” will be divided into separate parts for analysis. Because each anomaly detection monitor has its own operational delay, the detected information (Alert/Normal) is sent into the fusion model asynchronously. Before any further operations, the preprocessing level synchronizes the information flow. To discern events, a unique EventID is assigned to each event before it is brought into various monitors. Our synchronization engine uses the EventID to combine alerts from different sources. The algorithm is presented as following:

```plaintext
if EventID is in the queue
   then add the detecting info into the slot.
if a slot is full
   then output data to next processing level.
else continue.
else create a new slot.
```

Table 1 indicates one instance of the synchronization queue. In this scenario, event 2001 will soon be sent for further manipulation, so event 2002 will move into the first slot. If a new event comes in, it will be put after event 2003.
Table 1. Synchronization queue

<table>
<thead>
<tr>
<th>Slot</th>
<th>EventID</th>
<th>subject</th>
<th>Verb</th>
<th>Object</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2001</td>
<td>abnormal</td>
<td>normal</td>
<td>abnormal</td>
</tr>
<tr>
<td>2</td>
<td>2002</td>
<td>normal</td>
<td>normal</td>
<td>waiting...</td>
</tr>
<tr>
<td>3</td>
<td>2003</td>
<td>waiting...</td>
<td>normal</td>
<td>waiting...</td>
</tr>
</tbody>
</table>

After synchronization, a knowledge based filter is implemented to reduce overhead information for the next processing level. The algorithm is shown below:

\[
\text{if } e \in C \\
\text{then output } e \text{ to next level} \\
\text{else discard } e
\]

Where \(e\) is the event, and \(C\) expresses the critical event set.

For instance, a critical event set can be defined in the form: “\(*, \text{write}, \text{c:\Windows}*\)”, which indicates that any process that tries to write files in the folder “\text{c:\Windows}\” will be considered as a critical event. The basic idea of the filter is to discard any event that is not in the critical event set so that it can minimize the load of next processing level.

### 3.2 Alert normalization level

The second processing level is alert normalization, which transforms different kinds of alert into one consistent set of scale. The STRIDE/DREAD threat model [7], developed by Michael Howard and David LeBlanc in Microsoft, is applied to achieve this.

STRIDE stands for:
- Spoofing
- Tampering
- Repudiation
- Information disclosure
- Denial of service
- Elevation of privilege

And DREAD is an acronym for:
- Damage potential
- Reproducibility
- Exploitability
- Affected Users
- Discoverability

In order to apply the STRIDE/DREAD model, a Categories Threat Level Function (CL Function) is implemented as shown in Fig. 3, where the input of the CL function is the alert and the output is the normalized score of the threat. Parameters of the function include the STRIDE/DREAD coefficients. Here we utilize a matrix with dimension \(m \times n\) as the threat modeling coefficients. Normally, \(m\) is equal to 6 and \(n\) is equal to 5, according to the STRIDE/DREAD. Therefore up to 30 coefficients are involved. These coefficients can be set up in advance manually. A machine learning method such as the Backpropagation (BP) algorithm can be used to improve the CL function in the future.

3.3 Spacial Alert Fusion level

After the operations of the former processing levels, a threat chart can be obtained. An example is shown in Table 2, where each row indicates threat scores of different features within one event. We called it spacial information of the alert. In this processing level, the “spacial information” as we call it, will be fused into one unique threat information using a two-stage fusing algorithm. The first stage consolidates DREAD scores of different features within SVO models. For example, a common computer process, which is an instance of subject, has three features: user of the process, process identification, and process commonality. User of the process also has three features, which are user location (local or remote), user privilege, and user identification. The DREAD score of the process can be reached using Equation 1.

\[
P_x = \sum_{i=1}^{6} F_x
\]  

Where \(P_x\) means one score within five DREAD categories of the process(subject), and \(F_x\) means the corresponding score of one feature. There are six features in our example, so the score of the process is the sum of the six features.
Table 2. Threat chart

<table>
<thead>
<tr>
<th>Event</th>
<th>Subject</th>
<th>Verb</th>
<th>Object</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Feature 1</td>
<td>Operation</td>
<td>Feature 1</td>
</tr>
<tr>
<td></td>
<td>Feature 2</td>
<td></td>
<td>Feature 2</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td></td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>Feature n</td>
<td></td>
<td>Feature n</td>
</tr>
<tr>
<td>2</td>
<td>Feature 1</td>
<td>Operation</td>
<td>Feature 1</td>
</tr>
<tr>
<td></td>
<td>Feature 2</td>
<td></td>
<td>Feature 2</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td></td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>Feature n</td>
<td></td>
<td>Feature n</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td></td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td></td>
<td>...</td>
</tr>
</tbody>
</table>

The second step is to combine the DREAD scores from the SVO monitors into one score of the event. Here a pre-set security index is utilized. For example, a ftp client is more dangerous than Windows NotePAD because it may transfer confidential files. Thus each process is assigned a danger level, which indicates the potential hazard. In the same way, files have their own importance level. So the final DREAD score will be calculated as in Equation 2.

$$E_x = S_x * I_s + O_x * I_o + I_v$$  

where $E_x$ is the final score within DREAD categories of the event, $S_x$ is the corresponding score of the Subject, $O_x$ is the DREAD score of the Object, $I_s$ is the security index of Subject, $I_o$ is the security index of the Object, and $I_v$ is the security index of the Verb.

3.4 Temporal Alert Fusion level

Temporal Alert Fusion, the final processing level, is still under development. The basic idea of this processing level is fusing the alerts in a time sequence so that more intrusion information can be acquired. A scenario tree will be built to describe different intrusions. Figure 4 shows a scenario tree [5] [12]. In the figure, the nodes are called scenario nodes, which indicate system states. Any path through the nodes is a sequence of intrusions. This processing level only sends output information when the states have changed. Using this tree, redundant alerts can be minimized. For instance, an intruder keeps trying to send a confidential document with high importance level to outside networks. Because of Temporal Alert Fusion, the next model of the IDS will receive one alert about this intrusion rather than thousands of duplicated warnings, as shown in Fig 5.

4 DEVS Model Framework

Discrete Event System Specification (DEVS) [14] is applied in this paper to describe the system above. DEVS is a state centered formalism approach which can model systems using an explicit timing specification. According to DEVS system definition, a basic model consists of the following information:

- The set of input ports that receive external events.
- The set of output ports that sent events.
- The set of state variables and parameters.
- The time advanced function which controls the timing of internal transitions.
- The internal transition function which specifies the state transition at the time given by time advanced function.
- The external transition function which specifies how the states changed when an input is received.
- The confluent transition function which decides the transition when conflict happens between internal and external transition functions.
- The output function which gives output before an internal transition.

Events determine values appearing on ports. When external events are received, the model must determine how to respond to them. Meanwhile, the model may change the state automatically. In the following, the DEVS model of our system is discussed in detail.
4.1 System Design

The DEVS system shown in Fig. 6 is designed according to the IDS system shown in Fig. 1. Borland JBuilder 2005 and DEVS-JAVA 3.0 were used for development. The monitor at the left side is applied to simulate the computer system sensor, which provides the host event to the IDS. Subject checking and object checking are represented as two coupling models of DEVS, which consist of atomic models. Verb checking has been integrated into the alert fusion model for simplicity. Alert fusion and verification models are placed at the right side as atomic models.

The Fig. 7 shows the details of the subject (process) and object (file) checking models. Different feature checking models are represented by DEVS atomic models. The basic model is an abstract model called CheckProcess, which is the parent class of all the feature checkers.

On the beginning, information sent from the lower processing levels will be analyzed by the knowledge based engine. If no data are available, the current fusion cycle is ignored, and nothing is generated. Otherwise, a formalism structure $M$ is used to represent the system:

$$M = < X, S, Y, \delta_{ext}, \delta_{int}, \lambda, ta >$$  \hspace{1cm} (3)

where $X$ is the set of input data sources:

$$X = \{(p, e_v) | p \in InPorts, e_v \in Event\},$$

Where $InPorts$ is the set of input ports and $Event$ is the related system event acquired from the system monitor.

$Y$ is the set of outputs:

$$Y = \{(p, e_v) | p \in OutPorts, e_v \in Event\},$$

Where $OutPorts$ is the set of output ports. $Event = \{SystemInfo\} \times R_0^+$, which is the product of system information and DREAD score. So $e_v = \{(I, DREAD) | I \in \{SystemInfo\}, DREAD \in R_0^+\}$.

$S$ is the set of states:

$$S = \{\text{passive, normal, abnormal}\} \times R_0^+,$$

$\delta_{ext}(phase, \sigma, e, X)$ is the external transition function. It will be triggered when some input is available:

$$\text{if phase = passive and Check() = normal then } \delta_{ext} = (\text{normal, } T_{process} + T_{check}, e_v)$$
$$\text{else if phase = passive and Check() != normal then } \delta_{ext} = (\text{abnormal, } T_{process} + T_{check}, e_v')$$

Where $T_{process}$ is the processing time of STRIDE/DREAD evaluation; $T_{check}$ is the feature checking time; $\sigma$ is the time advance, which indicates that after $\sigma$ time, the state of the system will transit automatically: $e_v' = (e_v, SystemInfo, e_v.DREAD + DREAD)$.

$\delta_{int}(phase, \sigma, S)$ is the internal transition function, which runs when the time elapsed is equal to $\sigma$:

$$\delta_{int} = (\text{passive, } \infty).$$

$\lambda(phase, \sigma, e_v)$ is the output function, which runs just before the internal transition function $\delta_{int}$,

$$\lambda = e_v.$$

Time advanced function $ta$ is defined as:

$$ta(phase, \sigma, (u, v)) = \sigma.$$

The only difference between the various feature checkers is the function $Check()$ within the external transition function $\delta_{ext}$.

4.2 Fusion Model Design

A multi-level alert fusion model is more complex than the checking models. To minimize programming, the first two processing levels, i.e., the Source Preprocessing and Alert Normalization, are put into atomic feature checkers. The function $Check()$ in the external transition function not only provides various feature checking mechanisms, but also does a critical event set check and calculates the related STRIDE/DREAD score. In this paper, the critical set and STRIDE/DREAD matrix are predefined.

Within the alert fusion DEVS model, Spacial Alert Fusion is achieved by equations 1 and 2. Verb checking is also embedded into this model, so that different operations from one process will relate to different security indexes of the subject. The exact index value is set up in advance manually within our simulation.

Various system states and transition links are also defined for temporal alert fusion. Thus the fusion model can eliminate duplicate alerts efficiently.

DEVS model of fusion model is indicated in the following:

$$F = < X, S, Y, \delta_{ext}, \delta_{int}, \lambda, ta >$$  \hspace{1cm} (4)

The input set $X$ and output set $Y$ are the same as the ones in feature checking models. In the alert fusion model, there are two input ports, $Inports = \{\"Subject\", \"Object\"\}$, and two output ports, $Outports = \{\"normal\", \"alert\"\}$.

$S$ is the set of states:

$$S = \{\text{passive, subject, object, normal, alert}\} \times R_0^+. $$

$\delta_{ext}(phase, \sigma, e, X)$ is the external transition function, which runs when some input is available:

$$\text{if phase = passive and } X = \{\"Subject\", e_v\} \text{ then } \delta_{ext} = (\text{subject, } T_{process}, e_v)$$
Figure 6. DEVS framework of the IDS

Figure 7. Detail of the coupling models
if phase = passive and \( X = ("Object", e_v) \)
then \( \delta_{ext} = (object, T_{process}, e_v) \)
if phase = subject and \( X = ("Object", e_v) \)
then if \( \text{Fuse}() = \text{false} \)
then \( \delta_{ext} = (normal, T_{process}, e_v) \)
else \( \delta_{ext} = (alert, T_{process}, e_v') \)  
if phase = object and \( X = ("Sbject", e_v) \)
then if \( \text{Fuse}() = \text{false} \)
then \( \delta_{ext} = (normal, T_{process}, e_v) \)
else \( \delta_{ext} = (alert, T_{process}, e_v') \)

\( T_{process} \) is the processing time of calculation; \( \sigma \) is the time advance; \( e_v' \) is the fused DREAD score after spacial and temporal alert fusion process. The fusion function \( \text{Fuse}() \) can achieve the calculation.

\[ \lambda(phase, \sigma, e_v) \]

\[ \text{time advance function} \]

\[ ta(phase, \sigma, (u, v)) = \sigma \]

4.3 Simulation

A DEVS-JAVA simulation is described in this section. At first, imitation attack data are utilized to demonstrate the feasibility of the proposed methods. The scenario is shown as below.

First 100 system events are generated. Within the events, 3 intrusions are added. Event number 15 is an intrusion where a legal user tries to access a file which he has no privilege to open. Events number 35 to 45 indicate a scenario where a remote access user tries to access a serious important file that he has no right to access. Event 65 shows an unauthorized user trying to access a file.

The simulation result indicates that 13 alerts have been intercepted, the total number we inserted. The system output is printed as following:

Alert! Event ID: 15
Object ID Check
User Location Check
File Attribute Check

Alert! Event ID: 35
User Privilege Check
File Attribute Check
Process Remote Connect Check

Alert! Event ID: 65
User Location Check

User Privilege Check
Process ID Check

The result shows the duplicated alerts from event 35 to event 45 have been eliminated due to the temporal alert fusion. The alerts from different features have been integrated together due to spacial alert fusion. Therefore, only three alerts were displayed to the administrator while no useful information was discarded.

5 Conclusion

In this paper, an alert fusion model of the Subject-Verb-Object model based computer host intrusion detection system has been proposed. A multi-level alert fusion model is used to minimize the duplicate alert information from spacial and temporal aspects without losing information. DEVS formalism implementation and DEVS-JAVA simulation is applied to validate the model. Simulation results indicate that the alert fusion system works well.

In the current research, the feature checking threshold and STRIDE/DREAD matrix are predefined. In future research, a machine learning mechanism can be applied to help the system adapt complex intrusions.
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Abstract

Machine learning has great utility within the context of network intrusion detection systems. In this paper, a behavior analysis-based learning framework for host level network intrusion detection is proposed, consisting of two parts, anomaly detection and alert verification. The anomaly detection module processes unlabeled data using a clustering algorithm to detect abnormal behaviors. The alert verification module adopts a novel rule learning based mechanism which analyzes the change of system behavior caused by an intrusion to determine whether an attack succeeded and therefore lower the number of false alarms. In this framework, the host behavior is not represented by a single user or program activity; instead, it is represented by a set of factors, called behavior set, so that the host behavior can be described more accurately and completely.

1. Introduction

With the growing number of network attacks, intrusion detection systems (IDSs) are becoming an integral part of any complete security package of a modern network system. The IDSs perform surveillance and security monitoring of the network infrastructure. A number of different intrusion detection systems have been developed for particular domains (e.g., hosts or networks), in specific environments (e.g., Windows NT or Solaris), and at different levels of abstractions (e.g., kernel-level tools or application level tools). However, computer systems and networks still suffer from an increased threat of intrusions. The existing IDSs are far from perfect and may generate false positive and non-relevant positive alerts [1].

The most widely deployed and commercially available methods for intrusion detection employ signature-based technique, where the signatures or patterns of well-known attacks are provided by human experts. The system or network traffic is scanned for attacks using well-known vulnerabilities and any instances that match the signatures are detected as intrusions. The advantage of this method is a low rate of false positives. The disadvantage is that the signature database has to be revised manually and the system is vulnerable to new types of attack until the revision is done. This limitation leads to active research on intrusion detection techniques based on data mining.

Data mining based network intrusion detection techniques are generally classified into two categories: misuse detection and anomaly detection [2]. In misuse detection, each instance in the training data set is labeled as either normal or intrusion. A machine learning algorithm is trained over the labeled data and then the trained model is applied to classify new data. Misuse intrusion detection is fast, requires little state information, and has a low false-positive rate. With different input data including new types of attacks, the intrusion detection modules are retrained automatically without the manual intervention. However, misuse detection cannot detect novel, previously unseen attacks. Anomaly detection, on the other hand, builds models of normal data to measure a "baseline" of such stats as CPU utilization, disk activity, user logins, file activity, and so on. When there is a deviation from this baseline, an alert is triggered. Currently, almost all commercial intrusion detection systems use misuse detection techniques. Yet, anomaly detection is getting more attention because of its capability to detect novel or unforeseen attacks. Essentially, anomaly detection is the machine learning problem of modeling a normal network or system behavior. Although anomaly detection is becoming an active research topic, widespread adoption of this method faces numerous obstacles, including complexity and high false positive rate.

In order to reduce false and irrelevant alerts, alert verification has to be a part of IDS. Alert verification is
a process to determine whether an attack has been successful or not. This information is passed to IDS to help differentiate the type of alerts [16]: 1) The sensor has correctly identified a successful attack; 2) The sensor has correctly identified an attack but the attack failed to meet its objectives; and 3) The sensor incorrectly identified an event as an attack. Alert verification effectively lowers the number of false alarms that an administrator or the decision support system has to deal with.

In this paper, a behavior analysis-based learning framework for host based intrusion detection is proposed, which includes anomaly detection and alert verification. The framework has two characteristics. First, it is learning-based. In the anomaly detection module, a cluster-based outlier detection algorithm detects anomalous data. In the alert verification module, a rule-learning algorithm is applied to learn the behavior changes of the targeted machine. The rules developed serve as an index of alert verification. Second, the framework is behavior analysis oriented. Instead of using a single activity as the indicator of the host behavior, a set of indicators, also called “behavior set”, is defined and applied to describe the host behavior. The intrusions are detected and verified based on the analysis of the behavior set. Compared to other research work in host-based anomaly detection, this method does not need high-dimension data since the host baseline is represented by a refined behavior set and each element in the behavior set is of low dimensionality. Thus, state-of-the-art data normalization is not required when outlier detection is applied to detect anomalous data. In section 2, host based anomaly detection is reviewed. In section 3, the behavior analysis-based learning framework is presented and discussed. In section 4, the experimental results are given. Finally, conclusions and future work are summarized in Section 5.

2. Related Work

In host based anomaly detection research, various features are used to model the system behavior baseline, e.g., keystroke characteristics, user command data, system call sequences, file activities, etc. Generally these features fall into three categories: user profile, program profile, and system resource access.

Denning [3] first attempted to build anomaly detection by comparing previous user profiles to current user activity. Sequeira and Zaki [4] designed and implemented a user-profile dependent and temporal sequence clustering-based intrusion detection system by collecting and processing UNIX shell command data. Although analysis of user activity is a natural approach to detect intrusions, experience shows that it is far from accurate. This is because user behavior typically lacks strict patterns.

User dynamics allowed more reflection on the features that define host behavior. All actions carried out by users involve using programs. Programs obtain the required services by executing the specific system call that provides the needed function. Since the code of a given application should not change, the sequence of system calls executed by a program should be regular and predictive.

Most existing research on anomaly detection uses system calls to model system behavior. A number of approaches based on system calls are proposed. Forrest et al. [5] established an analogy between the human immune system and intrusion detection. Lee et al [6] applied a rule learning program to study a sample of system call data. Wagner and Dean [7] proposed to statically generate a non-deterministic finite automaton (NDFA) from the global control-flow graph of the program and simulated NDFA on observed system call trace. Ghosh et al. [10] utilized return address information extracted from the call stack to generate the execution path of a program for anomaly detection. Liao and Vemuri [9] used the k-Nearest Neighbor classifier to classify program behavior represented by frequencies of system calls instead of system call sequence. Eskin et al. [11] applied outlier detection algorithms to anomaly detection using system call data, where the system call data has to be mapped into feature space and the choice of feature space is application specific.

Because the system-call level data is fine grained, it increases overhead and decreases system performance. Thus, some researchers study anomaly detection by modeling files activities. Stolfo et al. [13] studied anomaly detection by learning file system access patterns. Apa et al. [12] noticed that in Windows OS almost all system activities interact with the registry, so they analyzed anomaly detection through modeling normal registry access.

In reality, an attack is usually unpredictable, and it is difficult to know which aspect of the system behavior is associated with the attack. For this reason, modeling system behavior based on only a single category is unreliable, no matter whether the category is user profile, program profile, or system resource access. In what follows, we try to model behavior from all three categories to increase the reliability of system behavior modeling, and thus to increase the accuracy of anomaly detection.

3. Behavior Analysist-Based Learning Framework

A system consists of both the user and the host machine. It is appropriate to describe the system behaviors using a set of factors of user profile, program
profile, and system resource usage. We call the set of factors the “behavior set.”

In this section, a learning framework of intrusion detection is proposed based on analysis of the behavior set, as shown in Fig. 1. This framework includes three modules: anomaly detection, alert fusion, and alert verification. The input of the framework is an event, modeled as a triple \( \{\text{subject} \times \text{verb} \times \text{object}\} \) for user/program behavior, and the output is alerts with features of alert ID, alert type, timestamp, priority level, confidence factor, verification status. In the anomaly detection module, the normal behavior baseline is modeled adaptively and stored in the database. When a new event comes, it is classified as normal or intrusion by the module. If an alert is triggered, the alert is fused with other existing alerts to decrease the number of alerts with the same cause. Then the fused alerts are sent to the alert verification module to exclude false or unrelated alerts. In this paper, we discuss only the learning related modules: anomaly detection and alert verification.

To model normal system behavior, both supervised and unsupervised learning algorithms can be applied. We choose unsupervised learning over supervised learning. The main reason is that unsupervised learning does not need labeled (normal/abnormal) data, which is not readily available in reality. Labeled data is generally obtained by simulation or experiments. If labeled data is obtained by simulated intrusions, we are limited to the set of known attacks that we simulated. New types of attacks are not reflected in the training data set. If labeled data is obtained by experiments, then we must face the difficulties in manually classifying large volume of audit data. In addition, if the experimental data labeled normal have buried intrusions, then future instances of those intrusions will not be detected because they are assumed normal in the training set.

Unsupervised learning algorithms take as input a set of unlabeled data and attempt to find noise and intrusions buried within the data. If anomalies are rare, unsupervised learning can be treated as a variant of the outlier detection problem. Outlier based anomaly detections cluster the data based on certain metrics and the data located in sparse regions are claimed as intrusions. Not all intrusions can be detected using outlier based anomaly detection. For example, syn-flood DOS cannot be detected using outlier detection since they are not rare in data distribution. Only when system behavior deviates significantly from average behavior are outlier detections applicable.

### 3.1. Outlier detection algorithm

The outlier detection algorithm we propose is given in Table I. The algorithm is an improvement of fixed-width cluster estimation [11]. For each point, the algorithm approximates the density of points near the given point. The algorithm makes this approximation by counting the number of points that are within a sphere of radius \( w \) around the point. Points that are in a dense region of the feature space and contain many points within the circle or ball are considered normal. Points that are in a sparse region of the feature space and contain few points within the circle or ball are considered anomalies.

In the original fixed-width cluster estimation, data that does not belong to any existing clusters is assigned to a new cluster and works as the central point. So the central point of a cluster is sensitive to the sequence of data to be clustered and new data might not be assigned to the closest cluster. In the improved fixed width clustering algorithm, the central point of a cluster is adjusted as new data is added so data are always assigned to the closest cluster. The idea of updating the central point of a cluster is close to K-means clustering, one of the most popular statistical clustering algorithms. Unlike K-means clustering, the improved fixed-width cluster estimation specifies cluster width instead of fixing the number of clusters a priori. Thus the results are sensitive to the value of cluster width. However, this problem can be easily solved by interaction with the clustering results through GUI. Since the clustering is performed offline, it is easy to adjust the width adaptively based on the visual clustering results when the clustering data is of low dimension.

Using outlier detection, it is preferable that the training data be of low dimensionality for the following reasons. First, when distances are measured in all dimensions, it is more difficult to detect outliers effectively because of the average behavior of the noisy and irrelevant dimensions. Second, it is not easy to intuitively explain and understand the clustering results with high dimensions. Third, in high dimensional space, the data is sparse and the notion of proximity fails to retain its meaningfulness. Finally, with increasing dimensionality, it becomes increasingly difficult and inaccurate to estimate the multidimensional distribution of the data points.

Actually, in the learning framework we propose, we do not need to use high dimensionality to represent the feature space of the system behavior. Because the system behavior is described by a set of factors instead of a single complex indicator, all the elements in the behavior set are ensured to be represented by low dimensional data, e.g., the login time, access frequencies of the files, etc.
3.2. Behavior analysis-based intrusion detection

Anomaly detection can only detect intrusions that make the host behave differently from normal. Thus, before we attempt to model normal behavior, the key question is how to define host behavior. As analyzed at the beginning of the section, we use behavior set to describe system behavior in order to accurately and completely reflect the system characteristics. The behavior set is specified as a set \{user login time, frequency of applications launched, I/O activities, frequency of files access, network activities stats, CPU usage pattern over time, memory usage pattern, data bandwidth, network connection speed\}. In the set, user login time helps to locate normal login time intervals; frequency of application launched locates the most and the least used applications; frequency of files can locate the most and the least accessed files; I/O activities indicates the average bytes written to the files; network activities stats locate normal sequence, frequency, time interval, and other indexes of various network activities, e.g., web browsing, ftp etc.; CPU and memory usages etc. are related to system performance.

To describe the host behavior, we need metadata. A relational database is constructed to store system profiling metadata. The database constructed with WAMP is shown in Fig. 2. In the database, the table features are well designed to reveal the information defined in the behavior set. For example, the table USER has features of userID, user name, login time, remote/local login, logoff time. The table PROCESS has features of process Id, process name, owner of the process, memory usage of the process, CPU usage of the process, time.

To maintain data in real time, the data is updated periodically. The time interval to collect data can be modified by the user via a sliding bar in the GUI as shown in Fig. 2. In addition, the user can easily select a table and look at the data through the database interface. When the record size overflows, the new record overwrites the oldest record.

With the profiling database, the outlier detection algorithm is applied to each single factor in the behavior set if applicable. For instance, the user login time is trained to get the normal login time intervals, e.g., [8:00 9:00] and [13:00 14:00]. The CPU usage pattern is learned to model the normal distribution pattern, e.g. peak time at [9:00 11:00] and [14:00 16:00].

Typically, only a few indicators of the behavior set are detected as abnormal. So the significance of the host’s deviation from normal behavior has to be measured in some way. In this framework, we adopt the idea of the weighted sum. First, the deviation of each behavior indicator is calculated using the outlier detection algorithm. Then we compute the overall deviation from the host baseline model:

\[
\frac{w_1d_1 + w_2d_2 + \cdots + w_md_m}{w_1 + w_2 + \cdots + w_m},
\]

Where m is size of behavior set, \(w_i\) is predefined weight of indicator \(i\) in the behavior set, and \(d_m\) is binary value 0 or 1, i.e., normal or abnormal. When the total deviation is beyond a threshold, an alert is generated. The values of \(w_i\) \((i = 1,2,\cdots,m)\) can be customized based on the host function and the user type. For example, a software developer and an administrator will have very different file activities. If we know the user of the host is a software developer, we can assign larger weights to the file usage features (e.g., file access frequency). This approach allows for a more fine-grained identification of abnormal behavior based on the specific roles and functions of the user.
developer and the machine is mainly used for software
development, we can put more weight on deviations of
frequency of applications launched, I/O activities, and
frequency of file access.

**TABLE I. ANOMALY DETECTION ALGORITHM**

<table>
<thead>
<tr>
<th>Inputs:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster width ( w )</td>
</tr>
<tr>
<td>The unlabeled data set ( D ) with ( n ) dimension</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Initialization:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set of clusters ( S ) is empty</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Loop until ( D ) is empty</th>
</tr>
</thead>
<tbody>
<tr>
<td>For each data ( d ) in data set ( D ):</td>
</tr>
<tr>
<td>If ( S ) is empty</td>
</tr>
<tr>
<td>create a cluster ( C ) with one element ( d ), add ( C ) the</td>
</tr>
<tr>
<td>cluster to ( S ) and set ( (x_0, y_0) ) of ( C ).</td>
</tr>
<tr>
<td>Otherwise</td>
</tr>
<tr>
<td>find the closest cluster ( C' ) in ( S ) such that for any cluster</td>
</tr>
<tr>
<td>( C'' ) in ( S ), ( \text{dist}(C, d) \leq \text{dist}(C'', d) ), where ( \text{dist}(C, d) ) is</td>
</tr>
<tr>
<td>Euclidean distance from ( d ) to the centroid of cluster ( C ).</td>
</tr>
<tr>
<td>If ( \text{dist}(C, d) \leq w )</td>
</tr>
<tr>
<td>insert ( d ) into cluster ( C ), adjust the old centroid</td>
</tr>
<tr>
<td>( (x_0, y_0) ) to ( (x_0', y_0') ), where</td>
</tr>
<tr>
<td>( x_0' = (m \cdot x_0 + m + 1)/(m+1) ), ( y_0' = (m \cdot y_0 + m + 1)/(m+1) ),</td>
</tr>
<tr>
<td>( m =</td>
</tr>
<tr>
<td>Otherwise</td>
</tr>
<tr>
<td>a new cluster ( C_d ) with ( d ) as centroid is created,</td>
</tr>
<tr>
<td>( S \cap {C_d} \rightarrow S ).</td>
</tr>
</tbody>
</table>

| \( D - \{d\} \rightarrow D \) |

<table>
<thead>
<tr>
<th>Find outliers:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sort the clusters based on sizes in ascending</td>
</tr>
<tr>
<td>sequence, (</td>
</tr>
<tr>
<td>clusters.</td>
</tr>
<tr>
<td>Let (</td>
</tr>
<tr>
<td>For ( i = 1 ) to ( l )</td>
</tr>
<tr>
<td>If (</td>
</tr>
<tr>
<td>( i++ ).</td>
</tr>
<tr>
<td>Otherwise, set any cluster (</td>
</tr>
</tbody>
</table>

When a new service is installed or the user’s behavior
changes suddenly, false alerts are triggered. In this case, the
fuse module will fuse alerts generated for the same reason.
When new data instances are treated as intrusion by the
anomaly detection module at the beginning of a pattern
change, the new data are not discarded. As the data forming
new pattern increases, the host profiling database is updated,
and the clustering algorithm is retrained over the new set of
data for modeling the emerging new pattern.
The verification module is to learn the behavior features associated with an attack and check the change of the value of those features. It is applicable to the attacks that cause system behavior change.

In the training phase, once an alert is verified manually by system administration, the system behavior both before and after the attack occurs are sampled from the system performance database and stored in a separate system metadata database. Since each alert has a timestamp \( t \), we just need to probe the system performance database and get the records at time \( t \) and the last sample time \( t-1 \). For each system performance-related feature in the records, we calculate the change of feature values:

\[
\Delta \text{feature}_i = (\text{feature}_i(t) - \text{feature}_i(t-1)) / \text{feature}_i(t-1).
\]

The system performance features include CPU usage, memory usage, I/O usage, network stats etc. A record in the form of

\[
\{\text{alertID}, \text{alertType}, \Delta \text{feature}_1, \Delta \text{feature}_2, \ldots, \Delta \text{feature}_l\}
\]

is added to the configuration change baseline database, where \( l \) is the number of total features, \( \Delta \text{feature}_i \) is the relative value change of feature \( i \). When the configuration change baseline database is constructed, the rule learning algorithm RIPPER [14] will be applied to the database. When applying RIPPER, we get rules for different types of alerts separately. To extract rules for alert type \( i \) using RIPPER, all the records with that alert type are treated as positive data, all the other records are treated as negative data. RIPPER takes the positive and negative data sets as input, and outputs a rule set represented as a conjunction of conditions in the form of

\[
A_n = v, \ A_c \leq \theta, \text{ or } A_c \geq \theta,
\]

where \( A_n \) is a nominal attribute and \( v \) is a legal value for \( A_n \), and \( A_c \) is a continuous variable and \( \theta \) is some value for \( A_c \).

4. Experimental Results

There are some benchmark data available for network intrusion detection research. For host-based intrusion detection, one data set is from the 1999 DARPA intrusion detection evaluation data which consists of BSM (Basic Security Module) data of all processes run on Solaris machines. Another set of data, obtained from Stephanie Forrest’s group at the University of New Mexico [15], contains normal traces for certain programs as well as intrusion traces of system calls for several processes. In our study, these benchmark data are not applicable. First, because we use a novel concept, “behavior set,” to describe system behavior instead of using system call traces, and second, because all behavior elements are of low dimension data for the accuracy of clustering. System call data cannot be used for clustering directly and the preprocessing of data is expensive. Eskin et al. [11] adopted spectrum kernels to map the system call data into feature space. However, the feature space corresponding to system calls is in large dimension, e.g., 26 possible system calls and sub-sequences of length 4 will give a dimension of the feature space \( 26^4 \), close to 500,000.

To implement the learning framework proposed, we started with system metadata collection. Based on the behavior set we defined, as described in section 3, we constructed the WAMP database server and wrote C++ code to collect the system performance data from a host and store the data into the database. The data will be used as a training set to model the normal behavior of the system. The data is collected in real time and the database is updated dynamically. The data sampling rate is predefined and can be modified through a sliding bar on the GUI as shown in Fig. 2. Fig. 3 shows one of the tables in the system profiling database -- CPU usage data collected from the host.

![Figure 3. CPU usage data collected from host](image)

![Figure 4. Experimental result of clustering](image)

The unsupervised anomaly detection algorithm is implemented in Java. Given the training data set and cluster
width, the cluster-based outlier detection algorithm is applied and the simulation result is shown in Fig. 4. Using this algorithm, data instances in sparse regions are treated as noise and intrusions buried in the training data, and data instances in dense regions are treated as normal data. When a new data instance comes, whether it is labeled as normal or intrusion depends on which region it is located in. The algorithm needs to specify cluster width instead of the number of clusters. Because the clustering is performed offline, the cluster width can be adjusted easily through the GUI for accurate results.

The connection with the database server is implemented with Java JDBC and the anomaly detection algorithm is also applied to real data from the database. The initial experimental results on a few factors in the behavior set, e.g., the user login time and CPU usage distribution over time, are satisfactory. Further experiments need to be carried out.

To adapt to system behavior pattern changes, the database is updated periodically and the algorithm is applied over the new input data to update the clusters that represent normal behavior.

5. Conclusion

In this paper, behavior analysis-based intrusion detection at the host level has been discussed and a learning frame has been proposed. Two parts in the frame, anomaly detection and alert verification, have been designed using machine learning techniques. The behavior analysis-based framework has the following advantages: 1) the host behavior is described more accurately and comprehensively with a set of indicators, i.e., user profile, program profile, and system resource access; 2) the anomaly detection module does not need labeled data, which are difficult to obtain; 3) each indicator in the behavior set is represented by the data in low dimensionality since the host behavior is refined into a set of indicators; 4) with these low dimension data, the clustering algorithm can be applied over the data without normalization, which is data-dependent and application specific; 5) the clustering algorithm does not need to pre-define the number of clusters, and the width of clusters can be adjusted visually offline; and 6) a novel alert verification approach can check the changes in the host behavior caused by an attack and learn rules associated with the attack.

Currently, the anomaly detection module has been simulated and the host profiling database has been constructed. In the future, the anomaly detection module will be tested on data from a real-world database and the testing results will be carefully examined. In addition, we will implement the alert verification mechanism.
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Abstract

This paper reports on the latest developments in a deployed Survivable Secure System. The latest version of the system aims to transcribe low-level biometric events into high-level incident reports. This not only provides reactive reporting by providing evidence of who, where, and what when an incident occurs; and pro-active activity by ensuring high-level policies are being followed through low-level system interaction; but also provides another building block towards the long term vision of achieving a predictive system, where through the biometric event trail a developing negative incident can be identified and prevented.
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1. Introduction

This paper presents a deployed critical security system that requires built in fault-tolerance, survivability and autonomicity as a basis for providing a controlled and safe manageable environment where the participants motives may not always be well intentioned.

This Core System architecture for access control to secure locations such as a correction center incorporates such identification technologies as biometrics. The implication of the security and safety requirements along with these multiple interacting components is that the system becomes more complex, a theme the Autonomic/self-managing systems initiatives aim to address [1]-[5] The continuous monitoring of the system health through control loops matches the architecture needs. Research within the

2. Background and Context

Previously we introduced the deployed Core Survivable Security System (also known as BITS – Biometric Identification and Tracking System) which incorporates biometric technology [10]. In this architecture access to areas and facilities within the secure location is controlled through a distributed survivable system incorporating biometric technology and servers. Due to the nature of these systems – correction centers and secure locations – it is simply not acceptable for the system to go down. As with all systems, components or servers will fail, yet the system must continue to operate in an acceptable fashion that does not put anyone in danger. In the past this fault tolerance would have been achieved through multiple levels of redundancy. Another reality in today’s
environment is cost – which must be minimized, often removing this option of dual or triple redundancy.

When previously discussing the Survivable Secure System (SSS) [10] we also highlighted the concept of describing the design of a system in terms of high level abstract planes (Figure 1) [11][12].

The Autonomic (quick responding) plane is very much a fault tolerant plane with self-* activity, that is the self-* is motivated to ensure the system is dependable i.e. since system reactions to faults may be quicker than human, or it is composed of operations a human can’t deal with it. Yet, in Autonomic Systems, the self-factor is also motivated to reduce the TCO (Total Cost of Ownership) and to deal with or hide complexity, that is, its self-management (through the autonomic and higher level planes) is not just concerned with fault tolerance. The Autonomic research initiatives are also concerned with a top down perspective – setting the business goals or policies and the system manages itself (through self-; configuring, healing, optimizing and protecting) to meet these policies.

This general approach has overtones with policy based management and may be considered vertical business orchestration with transcribing low level activity to high level goals and vice versa through the architecture to meet the company vision, business objectives and critical success factors.

3. The Core Architecture

Locations, campuses and sites that require high security access, such as research labs and law enforcement correction centers, are increasingly seeking to utilize the emerging technology in biometrics such as iris and finger print technologies to allow and restrict access and movement around their locations. Secure locations have additional architectural requirements to the norm for dependable systems, such as the architecture should be secure, fault-tolerant, and non-exploitable [14]. That is, the system must meet the security policies of the organization and it must accommodate different security infrastructures; the system must remain robust and secure when faults occur, both random faults caused by the failure of system elements and to malicious faults caused by a deliberate attack on the system; that communication must be reliable so that defensive components remain fully functional even in the face of an attack on the infrastructure; and that it must not be possible for an attacker to exploit defensive components to effect an undesirable action, for example, an attacker or random fault must not be able to trigger a response that causes the system to unnecessarily deny legitimate users access and movement nor the opposite allow non-legitimate users access and movement around the location [14].

As today’s systems provide a filler until tomorrow’s become a reality, there are many views of a vision to achieve in the long term a highly automated predictive pervasive self-managing environment. Autonomic, pervasive, ubiquitous, ambient, smart-home, service-oriented computation and communications research will be required to meet this vision. Overtime the morphological differences between these research communities will likely diminish as they compete and converge to a general view of future computing and communication systems and environments.

Figure 2 illustrates the deployed Survivable Secure System (SSS) high level module architecture overlaid with approximate classification of the modules into the three architectural abstract planes (as depicted in Figure 1). For more details on these components please refer to [10].
Moving from this current deployed reactive version of the BITS system to the longer term goal of a predictive system had brought about concerns about the high dependence on the ACS (Access Control Server) which processes all events and rules. As such the new version of the system has a distributed event/rules processor to meet the anticipated need of many more events and rules within the system when moving up the planes from the reactive autonomic layer towards, for instance, high level behavioral analysis predicting events in the autonomous layer [12] such as that required for the Incidents reporting system.

The new deployed Incidents Module (IM), which is the first step to enable this vision, is discussed in the following section.

4. Incidents

The new Incidents Module of the BITS software suite provides the user with an investigative tool which can be used to examine the events generated during system operation. This tool can also be used as evidence gathering software, and provides functionality for maintaining a permanent log record of user entries as well as a repository for related files (e.g. documents, images, audio, video).

The Definition of an Incident in this case is “A significant occurrence or event that interrupts normal system operation”

The GUI of the module provides the user with an interface whereby they can examine and interpret system events. When defining an incident, the user is able to specify a number of parameters which restrict the scope of the incident so that only relevant and pertinent information is included.
The module then displays all of the events contained on the database based on the provided parameters, and provides further filtering and sorting methods to better examine and interpret these.

In effect, the module works both as a retrospective reporting or evidence gathering tool and as a real-time investigative system. There is also the possibility for developing automated responses to system-generated events, such as settings off alarms and enabling a more rapid response to a potentially dangerous situation.

The module also provides the user with a reporting capability to examine past and current incident records on the system. The user can enter a range of parameters and return a dataset of Incidents which can be further sorted, then printed or exported to file.

4.1. System Events

All significant system occurrences are recorded in the BITS database as records in the ‘Events’ table. Each event record includes a reference to an ‘Event Type’, which provides configurable settings which can determine how the system will respond to the event.

Currently there are approximately 2000 event types defined within the BITS system, and this number is set to grow as further development work is completed. Consequently, the Events table will easily contain several million records after any sustained period of system operation. This made interpretation and examination of the system events almost impossible using the current data structure.

A new data structure has been developed within the Incidents Module to further classify and categorise the existing event types so that it becomes possible to effectively interpret and report on the vast amount of information that is routinely recorded on the BITS system.

4.2. Data Hierarchy

The module provides the user with the ability to create a user definable hierarchical data tree which can be used to categorise the system events as desired. Figure 3 shows an example.

The following data groupings have been defined for use within the module:

- Incident Types: this is the top level grouping, which is used to encapsulate the user-defined event structure. Once defined, the incident type can be selected when starting an incident, and this will associate the events enclosed within the incident type with the newly created incident.
- Event Classes: these groups represent a parent group to which Event Types and child Event Class groups can be added.

These groupings provides a flexible structure which can be user-defined to produce pre-defined incident types at will, which will provide different perspectives on the events stored within the BITS database. The functionality also exists within the GUI to add / remove Event Class groups in real time as the user desires.

In the example, this incident type has been configured so that it will provide an incident which reports on all operational events for the Biometric Server within the BITS module.

The Incidents Module also has its own events, and these are included so that operational events (and errors) which may occur from within the module during the course of the incident are also visible to the user.

![Figure 3 Data Hierarchy for an Incident Type](image)

4.3. Incidents Module Application

The Incidents Module has been presented as a web application using ASP .NET 2.0 and C#. The GUI also makes use of the Microsoft Atlas CTP v2.0.50727 release.

Event classes can be easily configured via the screen displayed in Screenshot 1 below.

This page makes use of the ASP 2.0 TreeView web control, which effectively displays the current data...
structure to the user. Event classes can be added and removed at the click of a button.

The right hand side of the page displays the details of the currently selected TreeView node and shows child event classes and all associated event types.

Event Types can be added and removed from event classes via the GUI (Screenshot 2). This screen also incorporates a form for creating a new event type within the BITS database.

In terms of the Incident Module Operation, the main screen from an operational point of view is the Incident Summary screen (Screenshot 2). On this screen, the operator can control every aspect of the Incident.

The following functionality is incorporated in this screen:

- Incident Log:
- Attachments: the module includes a document repository so that the operator can upload relevant files and attach them to the incident so that they can be viewed at a later stage (in read-only format).
- Incident Properties: all parameters relating to the incident can be edited from this page.
- Event Logger (Screenshot 3): this GridView runs using an Atlas Timer Control to continually update and display the latest relevant system events to the user. There is also a filter which allows for addition and removal of Event Classes to further sort the displayed events as the user desires.

4.4. Improvements due to Incidents Module

The direct improvements that the deployed IM have brought to the system are as follows:

1. Visibility - the system generates a high volume of events. It is difficult to see what is happening when something goes wrong. The IM provides the ability to isolate certain events associated with a particular type of incident. Hence the fault finding processes is improved, - easier and faster to isolate contributing factors.

2. Pattern recognition - the IM can be used to gather data on a number of similar incident types - this could be examined for patterns and possibly help prevent further occurrences of the incident.

3. Accountability - provides definitive evidence (against timeline) to support that procedures were followed according to company policy or that this did not happen. Can be used to provide evidence when security breach arises, or cases of alleged negligence.

4. Export facility - the IM enables incident evidence to be exported for external evaluation.

As has been highlighted, the IM represents an innovative evolutionary step on a much longer journey to provide a highly predictive and reactive self-managing secure biometric identification and tracking environment. It has been designed to not only provide functionality to the current stake holders but also assist in engineering the next version of the system.

5. Conclusion

As we move towards future computing and communication paradigms with thousand and potentially millions if not billions of interconnected devices, the need for selfware as an intrinsic part of these systems becomes clearer. Some of the issues for these future ubiquitous/pervasive computer-based systems are in effect emerging with respect to the application and system discussed in this paper. The biometric system with pervasive devices such as biometric components, CCTVs, computing and comms infrastructure as used to provide access, identification, tracking, and prevent undesirable incidents is demonstrating the issues of even further complexity in the systems and the need for self-management and survivability throughout all planes of the architecture.

This paper focused on the need for vertical orchestration (depicted through abstract architectural planes: autonomic / selfware / autonomous.) to transcribe low-level biometric events into high-level incident reports. This not only provides reactive reporting by providing evidence of who, where, and what when an incident occurs; and pro-active activity by ensuring high-level policies are being followed through low-level system interaction; but also provides another building block towards the long term vision of achieving a predictive system, where through the biometric event trail a developing negative incident can be identified and prevented.
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Abstract
End user testing for higher-order software compliance becomes an issue of increasing importance with compositional reuse of software artifacts. Few if any existing approaches discuss the validation of higher-order domain aspects in this context. The proposed method derives testable validation scenarios directly from a customer domain model by abstraction, reduction and inclusion for critical coverage. The resulting branch-free validation scenarios are used as references to validate suppliers’ software specifications against. Advantages of the method are first the embedding into a clear business model, second test oracles that originate from the business domains and thus are independent from models within the software development process, and third the early availability of validation results in the development cycle, before the software itself is available.

1. Introduction
In 1969 there was already a proposal for the reuse of software parts, with components that can be looked up in catalogues and can then be integrated into large applications similar to electronic parts [15]. Reuse was later described as the only realistic approach to meet the needs of the software industry [18]. Recently, further increasing needs for reuse have been listed among the top trends that will influence future software processes [5].

Compositional reuse is one of the fundamental software reuse technologies [4]. The idea is to reuse executable artifacts from repositories for the composition of larger applications [29]. Compositional reuse of black box business components is part of the overall concept of component-based business applications, where business components are described by multi-layered specifications, implement services from a business domain, and are envisaged to be traded on markets [32].

In such an environment, customers and users of component software do not want to access source code but restrict to a black box view. They focus on “higher-order” [20] fit of domain level pragmatics and semantics, while syntactical compliance of formal and mere technical aspects are often perceived as the suppliers’ responsibility.

Non-trivial problems still complicate broad compositional software reuse in theory and in practice. Among the problems is the evaluation of available components against these more complex end user domain requirements by appropriate validation testing.

The importance of testing is well acknowledged in traditional engineering disciplines because of their long history of experience. Software is on the one hand fundamentally less reliable than traditional engineering products [25]. On the other hand the well-known notion of “good-enough software” [37] shows a pragmatic view on quality aspects of software, in particular with large enterprise applications.

But also good enough enterprise software development can profit from testing on the bottom line, especially if errors are found efficiently and early in the development process. Firstly, it was shown that the effort for error rectification grows markedly when the error is detected later. Secondly, the earlier errors are detected the more corrective alternatives are available. Additionally, studies in science and projects in industry indicate that testing takes more than fifty percent of the effort even with non-safety critical software.

Software testing is even more important whenever prefabricated items such as components are reused. Firstly, a single component made for reuse must be more thoroughly tested than a component made to be used once because it is reused in combinations unknown at the time of development. Secondly, a system based on a configuration of multiple black box
components from different suppliers must be more thoroughly tested as compared to large pre-integrated products. [17]

The distinction between technology based supplier testing and domain based customer testing is widely acknowledged, in particular with component-based software [35]. The proposed validation approach improves component validation testing on the domain level and thus contributes to advances in software testing and in compositional software reuse.

The rest of the paper is structured as follows. Section two of the paper sets out basic assumptions and presents the underlying business model. Section three presents the research approach: it states the research questions, introduces the proposed solution approach in an overview, and applies the method as proposed by now in a small example, non-fictitious on the domain side. Section four elaborates on the current state of the art and on existing solutions, delimits the contributions of the proposed method, and lines out results achieved and next steps. Section five summarizes this paper.

2. Basic assumptions and business model

The proposed approach is based on the fundamental assumption that the final arbiter of software success is only the customer to whom the component software is useful or not. This most central assumption was stated already in 1979: “A software error is present when the program does not do what its end user reasonably expects it to do.” [20].

From an end user's domain point of view, it is favorable to validate higher-order requirements independently and as early as possible, to support the identification and assessment of components before the executable software itself is available. The validation knowledge about testable business requirements that predefine what a software solution is supposed to do needs to be constructed. Domain level testing, without the intention to change or reengineer components or their specifications, initially has only one goal: to validate the suppliers' software for reuse and control. This argument of assertive and independent consideration of the ontological domain and the supporting technologies can be founded in $\Psi$ (psi) theory [8].

In the method proposed here, customer test references from the application domain prevail over an oracle created with mere supplier knowledge from within the component software technology. The proposed approach is embedded into a clear business model assumption derived from an overall vision of industrialized compositional reuse for software engineering, which has been described in detail in [32]. Figure 1 (notation: e3-value [11]) introduces the underlying business model assumption with the three actors: component supplier, component customer and component market.

In the underlying concept, suppliers create components for an anonymous market to satisfy an assumed demand or requirement on that market. These requirements can be acquired from discussions with an individual client but are more typically entrepreneurial market assumptions. Offered software components are technically mature and suppliers keep their source code undisclosed. They completely specify their components in black box style by fully defining the interfaces to convey the components' contracts (what the components do) but without disclosing their implementation details (how the components work) [16]. Specifications achieving this are multi-layered and semi-formal today. Respective specification approaches are proposed e.g. in [31] where contract levels and facts to be specified describe the external view onto the component for reuse. These component specifications serve as black box description for reuse and are put into publicly available component specification libraries.

![Figure 1. Business model assumption](image)

Component software users want support and automation for their requirements and search a wide variety of library components. The available components are found as specifications e.g. on the Internet. Customers query the black box functional specifications with specific predefined criteria, retrieve matches, and then evaluate the retrieved specifications in detail. Both retrieval and evaluation imply a comparison i.e. a test between reference features demanded and specification candidates offered.

An important challenge for black box reuse at this point is how to derive reasonable specification retrieval and evaluation criteria, and that means: how to test end user domain requirements vs. the supplier specifications.

The associated testing may be classified as specification based or program based, and specification based testing can be divided into state
based testing and black box testing [33]. The component paradigm of the described business model assumes that components are tested on the basis of their specifications, and restrict the approach to black box testing. It is acknowledged that good overall testing will be comprehensive and will employ a set of complementary methods in practice.

3. Research Approach

3.1. Research questions

Dynamics and pragmatism of real life businesses demand “good enough” software which is useful to the customer, and therefore support a focus on higher-order domain validation tests: How are appropriate and independent higher-order domain validation test references created? From what basis can they be derived, how, and how are they documented?

Suppliers’ semi-formal, multi-layered component reuse specifications represent the candidates for early domain validation testing: Which parts and aspects of a full black box specification can reasonably be validated without actual software being available? How exactly are the suppliers’ component specifications compared to the customers’ domain validation scenarios?

Testing alone cannot improve the quality of software, but early and expressive test results can improve decisions: Which tangible results can domain validation produce on the basis of reuse specifications? What decisive conclusions can be drawn from the results?

3.2. Proposed solution approach

Customer validation scenarios are used to systematically validate aspects of multi-layered component reuse specifications, if possible showing that the specified software works for the higher-order domain requirements.

To validate requirements they must be stated in testable terms. The starting point is the observation that also for validation of higher-order domain functionality, only a small subset of the full domain is actually relevant for the end users’ intended automation with distinct effects on utilized system behavior.

Figure 2 (notation: activity diagram [22]) gives an overview on the proposed AR1val (abstraction, reduction, inclusion, validation) method. To construct testable business requirements on the customer side, the starting point is a domain model which, in many cases, is available through prosaic business rules and process descriptions as semi-formal or informal model, e.g. activity diagram, event driven process chain, Petri net, etc. Full or partial automation is required for the model from ready-made software components.

Figure 2. Proposed method overview

Relevant parts of the model environment are first abstracted through the well-known equivalence partitioning and boundary value analysis [20]. This results in partition elements which are a categorization of the original domain, with one representative element per partition.

The abstracted elements are then reduced, by identifying reasonable and critical sequences. Complexity of typical requirements in real settings will lead to very many possible sequences at this point and prevent an exhaustive validation. This means that with each possible sequence of steps that requires automation on the domain side, and with the corresponding sequence of equivalence classes, a number of validation critical sequences need to be selected from the large number of all possibilities. Reduction criteria are domain centric and come from outside of the software engineering process. They include domain considerations e.g. on frequency, criticality, financial risk, external visibility, etc. instead of software centric objectives such as coverage of all control statements in the code. The abstracted and reduced domain part then contains value representatives in sequences, with each sequence deemed critical by the customer for the intended application.

An inclusion will use the critical sequences to build validation scenarios, both within a domain part and across a number of different related domain parts, to cover the validation critical paths in context. These scenarios must not contain branching but make up simple linear paths in order to avoid quantitative evaluation problems during actual validation. To achieve this, a branching critical sequence is iteratively included as two or more branch-free scenarios, until all relating scenarios are linear. In this way each linear
scenario is deliberately and consciously included into the validation step, or not. Inclusion criteria, again, are domain centric and are derived from considerations rooting in domain ontology instead of software technology, as described. The expected positive or negative results are set for each scenario now, too.

Finally, the actual validation will numerically check the applicable parts of the reuse specifications using all formally defined and branch-free critical validation scenarios as test cases.

Two basic validation coverage measures can be defined from the abstracted domain, which is an equivalent of the original domain. Reduction coverage measures abstracted domain requirements against reduced sequences. Inclusion coverage measures reduced sequences against included scenarios. Both measures could be plain and weighted. The weighted coverage would scale on numeric scores given for each reduction and inclusion criteria, e.g. by using a simple ranking.

Beneficiaries of the method are mainly customers and end users in the presented business model. The validation method supports them to evaluate the many component specifications from repositories on the basis of their testable requirements, independently derived from their ontological domain, and before actual software is available.

3.3. Example

The example is taken from a large company’s business rules and processes for the creation of credit items. Figure 3 shows one function out of the process diagram and the relevant business rules for this “authorization level ok?” process step.

A credit item has been recorded by an agent at this stage, now it needs formal release. Everyone involved in the process belongs unambiguously to a certain role, and all roles have limits for releasing (rel) a recorded credit note depending on its amount. If the credit amount is above the role’s limit, it is not released but instead submitted (sub) to the next superior role. Above a certain amount, any credit needs release by two different authorized roles (rel-s, rel). The two highest roles are entitled to release all credits. In the described process, credits that shall not be released remain in an undefined, or submitted, state.

Abstraction maps the original domain model onto an equivalent domain model with defined partitions and distinct value representatives per partition. The example results in seven partitions shown in Table 1 together with their value representatives. If the analyzed customer domain section does not define any interface behavior, e.g. for partition \( P_1 \) in this example, then tests cannot be derived from this part of the domain model.

Reduction identifies the data sequences that are critical and reasonable for validation from the full set of possible sequences, from an end user validation point of view. The paper restricts to demonstrating positive sequences, negative sequences work according to the same principle. The example can first be reduced from an end user’s business perspective to sequences starting at the least empowered call center (cc) role, which will subsequently cover also superior roles with suitable partition values. This reduction results in Table 2 listing ten sequences, the validation critical scenarios through the domain section.

### Table 1. Partitions and value representatives

<table>
<thead>
<tr>
<th>Partition</th>
<th>Value</th>
<th>Partition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_1 = { -}, 0 }</td>
<td>( a_1 = -1 )</td>
<td>( P_6 = { 500, 1000 } )</td>
<td>( a_6 = 500 )</td>
</tr>
<tr>
<td>( P_2 = { 50 } )</td>
<td>( a_2 = 25 )</td>
<td>( P_7 = { 500, \infty } )</td>
<td>( a_7 = 1000 )</td>
</tr>
<tr>
<td>( P_3 = { 50, 250 } )</td>
<td>( a_3 = 50 )</td>
<td>( P_8 = { 5000, 5000 } )</td>
<td>( a_8 = 5001 )</td>
</tr>
<tr>
<td>( P_4 = { \infty } )</td>
<td>( a_4 = 250 )</td>
<td>( P_9 = { 250 } )</td>
<td>( a_9 = 250 )</td>
</tr>
</tbody>
</table>

### Table 2. Critical sequences

<table>
<thead>
<tr>
<th>Role</th>
<th>cca</th>
<th>cr</th>
<th>re</th>
<th>acd</th>
<th>mbu</th>
<th>mms</th>
<th>df</th>
<th>ds</th>
</tr>
</thead>
<tbody>
<tr>
<td>S_1</td>
<td>c_1</td>
<td>c_1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>S_2</td>
<td>c_2</td>
<td>c_2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>S_3</td>
<td>c_3</td>
<td>c_3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>S_4</td>
<td>c_4</td>
<td>c_4</td>
<td>c_4</td>
<td>c_4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>S_5</td>
<td>c_5</td>
<td>c_5</td>
<td>c_5</td>
<td>c_5</td>
<td>c_5</td>
<td>c_5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>S_6</td>
<td>c_6</td>
<td>c_6</td>
<td>c_6</td>
<td>c_6</td>
<td>c_6</td>
<td>c_6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>S_7</td>
<td>c_7</td>
<td>c_7</td>
<td>c_7</td>
<td>c_7</td>
<td>c_7</td>
<td>c_7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>S_8</td>
<td>c_8</td>
<td>c_8</td>
<td>c_8</td>
<td>c_8</td>
<td>c_8</td>
<td>c_8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>S_9</td>
<td>c_9</td>
<td>c_9</td>
<td>c_9</td>
<td>c_9</td>
<td>c_9</td>
<td>c_9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>S_10</td>
<td>c_10</td>
<td>c_10</td>
<td>c_10</td>
<td>c_10</td>
<td>c_10</td>
<td>c_10</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Figure 3. Excerpt from domain model**

These sequences are now eligible for inclusion, also with critical sequences from other, related domain parts, to build end-to-end branch-free business validation scenarios. The approach to connect sequences is the same as it was shown for the steps within a domain part. Joining two scenarios becomes possible by using the preceding scenario’s output as
the subsequent scenario’s input. Inclusion criteria, again, are fully domain centric.

To demonstrate the validation of a specification artifact on the basis of the sequences in Table 2, it is assumed that a software provider has specified and offered a Comparator software component. Next to other levels and facts, the behavior of this software artifact is described in OCL (Object Constraint Language) [21], and a checkGE service (“greater or equal”) is defined according to Listing 1. It is also specified for the Comparator component, on the respective level of the multi-level reuse specification, that a limits relation maps one value to one actor.

To validate the behavior specified in Listing 1 against customer requirements given as critical sequences, the constraints from the supplier’s specification are now numerically checked against one more branch-free validation paths. Such a path can be one path through several subsequent critical customer sequences from interrelated domain parts that are assembled and validated together.

This example restricts to demonstrate the case of a single critical sequence, S4, from Table 2. In natural language, S4 follows a recorded credit item of 250.- from a region without regional coordinator role. The credit item is (i) beyond the credit authorization limit of the call center role and therefore submitted to the customer representative role. It is (ii) beyond the credit authorization limit of the customer representative role and therefore submitted to the administrator credit department role. It is (iii) within the credit authorization limit of the administrator credit department role and released. Validation of this sequence is done by systematically walking through the OCL constraints from Listing 1.

In step (i) the first two preconditions hold: val is 250 and act is cca. The third precondition also holds: once the mapping table is set up with role descriptions and thresholds from the domain model, then cca will be found in the limits relation. If the preconditions hold as described, the specification’s postcondition will evaluate (50 >= 250) and return false. The work flow can identify this with the meaning that the credit item is not released, and return to the “authorization level ok?” function with a “credit item submitted” state.

In step (ii) the first two preconditions hold: val is 250 and act is cr. As in the previous step the third precondition also holds for cr. If the preconditions hold as described, the specification’s postcondition will evaluate (250 >= 250) and return true. The work flow can identify this with the meaning that the credit item is released, and continue to further parts of the domain model with a “credit item released” state.

In step (iii) the first two preconditions hold: val is 250 and act is acd. As in the previous steps the third precondition also holds for acd. If the preconditions hold as described, the specification’s postcondition will evaluate (1000 >= 250) and return true. The work flow can identify this with the meaning that the credit item is released, and continue to further parts of the domain model with a “credit item released” state.

Listing 1. Behavioral specification artifact (OCL)

Thus, on the bottom line, validation of the Comparator component vs. sequence S4 using the ARUval method revealed a problem. While steps (i) and (iii) can be performed correctly by the specified software, in step (ii) the Comparator component fails validation vs. the business rules. In the domain model and its critical sequence S4, the credit item of 250.- is not released by a customer representative but instead submitted to be checked by the superior role. In the Comparator component, the validation shows that the credit item of 250.- is actually released by the customer representative role, which is inconsistent with the requirements from the domain model.

Possible consequences of this validation result could include looking for a checkGE service (“greater”) of the Comparator component, or changing the business rules slightly, or others. In any case the small but on the domain side non-fictitious validation example has shown that the proposed method gives an early hint at the necessity of a respective, aware decision and provides tangible support for it.

4. Related work, results achieved, and next steps

4.1. Related work

Component software testing theory has become a large area of scientific research [33]. Important existing approaches with relation to the proposed method have been selected (Table 3) to demarcate original contributions of the proposed method. Lines in Table 3 list the examined approaches which are further described below. Columns list three abstraction levels:
component, composition and context. On component level formal program verification of single components with their interfaces is typical research focus. On composition level research from formal and less formal areas deals with architectures of several integrated components. On context level research focus is on the requirements side and less formal, concerned with system architectures in their socio-technical domain and business context.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Component (Program) verification</th>
<th>Composition (Architecture) ver. &amp; val.</th>
<th>Context (Domain) validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Built-in test technology</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formal methods</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Scenario-model-based testing</td>
<td>(X)</td>
<td>(X)</td>
<td>(X)</td>
</tr>
<tr>
<td>Specification matching</td>
<td>X</td>
<td>(X)</td>
<td></td>
</tr>
<tr>
<td>Tabular notation</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test / composition languages</td>
<td>(X)</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Test input data sampling</td>
<td>X</td>
<td>(X)</td>
<td></td>
</tr>
<tr>
<td>Test output oracles</td>
<td>X</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 3. Related approaches**

The availability of an approach for different abstraction levels is indicated in the cells. The proposed method’s research contributions on the domain level or context level are embedding into a clear business model, independent domain based test oracles, and early domain level testing before software is available. The analyzed existing approaches don’t seem to cover this.

**Built-in test technology.** Technologies for self-testing software components, in analogy to built-in tests from integrated circuits, have extensively been researched, e.g. in the Component+ project of the European Union [9]. Built-in tests come within the component, e.g. as additional test services, and are not intended to represent independent customer specific automation requirements but basic technical checks. Tests built into the component by their vendors are complementary to the proposed domain centric axiom.

**Formal methods.** Especially in formal model checking, plenty of verification approaches (“are we building the software right?”) are discussed, among them the interesting domain reduction abstraction [7]. The method proposed here transfers some of the ideas to the domain validation (“are we building the right software?”) viewpoint. But fully formal approaches for real components are prevented by computational effort with real systems in practice, decidability problems from computer theory, the absence of complete formal specifications, and the lack of a justifying business case or public interest. Formal verification methods provide valuable insight but in a practical sense don’t apply to the proposed method’s complex domain level validation.

**Scenario based and model based testing.** Scenarios can be seen as special entities within the more general notion of a model. In model based testing, test references are generated from a model of the actual system. Many model based test approaches build upon the UML (Unified Modeling Language) today, and derive test references from UML diagrams [6,23]. Test references in existing approaches are built from artifacts within the component software development – models, design scenarios, etc. – and not from independent and unknown customer requirements as proposed in this research. Few if any approaches have yet addressed these model independency issues and test implications as does the proposed method on the domain validation side.

**Specification matching.** Existing approaches are based on fully formal language specifications, focus strongly on technical aspects, and are restricted to the matching of relatively simple functions [19,36]. Semi-formal matching methods from library science have also been described since long [26,28], and discussions exist to automatically extract classification attributes from natural language descriptions [14]. Further investigations include in particular relaxations of exact matching, and also contextual refinement theory [10]. Only recently did discussions with focus on more complex business domain perspectives start with compatibility considerations of multi-layered specifications [38]. The proposed method goes beyond formal technical aspects and validates specifications vs. higher-order domain level requirements by comparing them with complex domain scenarios.

**Tabular notation.** This approach aims at representing requirements fully formal by using a comprehensible, mathematically precise tabular notation of predicate logic for partial functions [24]. Domain requirements are successively translated into this tabular form with promising practical results [2]. Tabular notation seems very formal for “good enough” validation testing as intended in the proposed method.

**Test and composition languages.** Similar to well known semi-formal specification languages such as Z or OCL, special languages for testing and for composition have been proposed. One example is TTCN-3 for test execution [12]. Another example is the Piccola calculus for formal component composition [1]. Test languages make implicit assumptions on their domains and their intended use, and have proven successful for testing software in their respective target
areas. Architectural composition languages are formal and powerful but don’t seem suitable for defining and evaluating actual test scenarios. The proposed method suggests a generic, widely applicable domain validation method without actual software but based on reuse specifications.

**Test input data sampling.** Exhaustive testing on all possible inputs is infeasible in general and inappropriate in particular for large real life enterprise applications. Hence an incomplete but appropriate test has to be determined. Existing approaches achieve this by sampling a domain of the input data according to fault hypotheses i.e. assumptions about which aspects or entities are error prone, allowing the test to reveal as many failures as possible with a minimum effort [3]. In the proposed method, validation tests are generated not from fault hypotheses within the technological software system or its specification or models, but instead independently from the actual customer’s ontological domain and its automation requirements which are unknown to, and detached from, the component software technology provider.

**Test output oracles.** The test oracle question [30,34] relates to outputs produced by a test: if the actual results differ from the expected results, did a proper test run produce wrong results revealing a software error, or were the expected results and/or the testing and/or basic assumptions wrong in the first place? Particular test outputs need careful analysis if the oracle grounds on the same model as the software [27]. Related issues are associated with the attempts of N-version programming in the 1980s. Sophisticated approaches such as e.g. [13] exist today. The proposed method sets priority to tests created independently from a software user, to deliver the oracle and the final judgment about an expected feature of a component.

### 4.2. Results achieved and next steps

A domain level approach supporting early higher-order black box component software validation on the domain level is described, embedded into a business scenario, and performed in a small example which is non-fictitious on the domain side. The proposed enterprise validation testing method includes abstracting, reducing and including a domain model into validation scenarios. The resulting scenarios are branch-free paths of automation demands deemed validation critical on the domain level. The validation scenarios represent references against which relevant levels from multi-dimensional supplier black box specifications are validated very early in the compositional development process, and with oracles that are independent from this development process.

Next research steps include the identification, evaluation and development of actual end user criteria for reduction and inclusion, and the analysis of multi-layered specification approaches, and related coverage measures. It is expected to lead to the identification of specification defaults or, patterns, and to idioms for the generated validation scenarios. Finally, a proof of concept from a real industry project, possibly building a supporting software tool, is intended.

### 5. Summary and conclusion

Compositional reuse for industry style software production is an important approach pursued to master the ever increasing demands on software intensive enterprise sized systems. Testing black box software components from large repositories for suitability in an actual end user situation is among the problems that complicate this approach. The associated validation activities are supported by the presented method, offering to the component demand side a domain centric component validation approach which is embedded into a clear business scenario, which sources test oracles from business domain requirements independent from the technological development process, and which produces tangible results early, before the executable software is available, on the basis of reuse specifications. Core elements are customer domain models that become abstracted, reduced and included for validation against multi-layered supplier specifications.

The approach will benefit software component customers through earlier and better validation testing within further industrialized software engineering processes.
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Abstract

Empirical performance evaluation is the process of measuring and calculating performance metrics of deployed software systems. It is a part of performance validation during testing of a software system. The topic of this thesis is an approach for the empirical performance evaluation in the context of model-driven engineering. The hypothesis which will be examined is whether concepts of the temporal databases theory can be used as a general way for empirical performance evaluation of model-driven developed software.

1 Introduction

Since the introduction of software engineering, raising complexity of software systems is a persistent problem. High complexity of software makes development harder, and may lead to an increased number of failures. To solve this problem, several attempts like structured, object-oriented and component-based software engineering were introduced. However, the problem still persists. Model-driven engineering (MDE) [10] is an approach which deals with the software complexity by making software models primary artifacts of software development.

A model is a set of statements about the system under study [25]. There are several benefits of this kind of approach but the most important is that a model is much closer to the problem domain than to the underlying implementation. It moves the focus of software engineering from technology specific implementation to the problem domain.

One approach for MDE is Model Driven Architecture (MDA) [16]. The MDA suggests a definition of non-proprietary standards which define interoperable technologies for the realization of model-driven engineering [20]. It also suggests the usage of the Meta-Object Facility (MOF) [17] for the specification of modeling languages.

To provide trustworthy software, quality attributes [7] have to be satisfied. Performance is a quality attribute which expresses the degree to which a software system or its component meet its objectives for timeliness [27].

Currently, in model-driven engineering most of the research is dedicated to performance prediction with mathematical analysis methods, or with simulation [1][19]. Nevertheless, predictions have to be validated when the software system is implemented and deployed. A validation should be based on modeling constructs as predictions are made. However, the timing behavior is currently observed in the terms of source code constructs (e.g., method execution time). In MDE the level of abstraction is raised, and models are the primary artifacts of software development. In this case, timing behavior observation of software based on source code constructs is not appropriate. Observations should be done based on modeling constructs (e.g., states, activities, methods or domain specific constructs).

This thesis introduces a general approach for empirical performance evaluation in model-driven developed software. The approach can be applied to any modeling language used for software development. It is based the temporal databases theory [33]. The temporal databases theory relates facts stored in a relational manner with time information. For this reason, the approach presented here suggests the empirical evaluation based on relational traces. A program trace is a dynamic list of events generated by the program as it executes [14]. In relational traces data about identifying an event and timing information about it are stored in sets of tuples, or tables, in terms of databases.
method will be applied in the context of the MDA approach for MDE.

The contribution of the thesis is a definition of a basic package for defining instrumentation languages. In software engineering, instrumentation is the process of adding software probes to a program [27]. Software probes are additional pieces of code for collecting data about software execution. From the basic package, a language for instrumentation of some particular modeling language can be derived. Derived instrumentation languages enforce data collection in a relational manner. As examples, two instrumentation languages will be derived, for the UML class diagram modeling language and for the UML state machine modeling language. Furthermore, a trace analysis query language will be developed. This analysis language will provide ability to calculate performance metrics.

The paper is structured as follows. The next section gives an overview of model-driven engineering and the Model Driven Architecture initiative. The motivation and foundations of the approach are presented in Section 3. Section 4 outlines work packages in the research plan. Related work is discussed in Section 5, and Section 6 concludes the paper.

2 Model-Driven Engineering

Modeling is very important for engineering disciplines such as electrical or civil engineering. Engineers use models to express some statements about a system that already exist or that shall be made.

A model is a set of statements about some system under study [25]. Generally, two kinds of models exist: models of existing systems or models of systems which are to be implemented.

Models as a description of existing systems are used to deduct new statements about those systems, or predict behavior of the system in some particular situation. For example, this kind of models are used in physics or chemistry.

As a specification for systems that shall be developed, models are used in engineering disciplines, such as electrical engineering. In this case, models are used to predict characteristics of the system before it is finally produced.

The general idea of MDE is to introduce the model as a first class entity, as it is in the case of other engineering disciplines. With models, software development gets more closer the problem domain, and not to the implementation. They enable the decomposition of problems in a way which is suited to the nature of the system, or part of it, which we are specifying.

Generally, there are two kinds of systems, reactive and transformational [31]:

- Reactive systems—systems which are highly interactive with the environment. This kind of systems are able to react to the environment change of states, and enforce certain desirable behavior. Examples of this kind of systems are control, real-time and embedded systems. Information systems as well are reactive systems, because they interact with the organization in their environment. The behavior of this kind of systems is specified with a stimulus/response behavior, such as UML state machines [18].

- Transformational systems—systems which exist to transform an input into an output. Routines in mathematical libraries, compilers, assemblers, and queries over databases are examples of transformational systems. These systems are used only for computation, and when the computation is over, the system is terminated. They can interact with the environment, but only for the purpose of calculation of the output, and not for managing a state of it. Specification of this kind of systems is done with techniques for functional decomposition. With functional decomposition, the system functionality is mapped to the internal components of a system and their collaboration, such as UML class and sequence diagrams [18].

Systems can consist of both, transformational and reactive parts. For example, in the Model-View-Controller [6] three-tier architecture, the Controller is a reactive part, because it defines the way the system reacts to user input. Nevertheless, the generation of Views, from Model is the transformational part, because it generates output from the user input.

Beside moving software development to the problem domain, model driven engineering impedes the ability to exploit formal mathematical methods. Furthermore, with abstraction, understandability can be improved, and state explosion problems in applied mathematical methods can be avoided. Finally, because of the nature of software artifacts, a complete implementation can be generated without discontinuities in the expertise, materials, tools or methods [26]. This implies that the primary and the final artifact of software development in the MDE approach is a model.

The Model Driven Architecture (MDA) [16] is one approach for MDE initiated by the Object Management Group (OMG), a consortium of software vendors and users from industry, academia, and government. The MDA initiative consists of three complementary ideas [2]:
1. **Direct representation**—Shift the focus of software development away from the technology toward the ideas and concepts of the problem domain.

2. **Automation**—Mechanization of relating semantic concepts of a problem domain and an implementation domain.

3. **Open standards**—Usage of non-propertiery standards that will specify interoperable technologies. These standards will close the semantic gap between domain problems and standard implementation technologies.

The topic of this thesis is to enable an empirical evaluation of software performance when the primary artifact of software development is a model. As the approach for model driven development, the MDA will be used. That imposes the usage of open standards defined by the OMG, MOF [17] and UML [18]. In the next section, the motivation and foundations are presented in more detail.

### 3 Foundations and Motivation

#### 3.1 Software Performance, Evaluation and Motivation

Performance is in the thesis considered as the degree to which a software system or component meets its objectives for timeliness [27]. It can be evaluated by simulation, analytical modeling or empirically [14]:

- **Simulation** is a program which enables an imitation of a program execution. In the simulation, only important parts of an execution are imitated. It is less expensive and more flexible then building a real system and then empirically evaluating. However, simulation is not as accurate as measuring real systems.

- **Analytical modeling** is a technique where a system is mathematically described. Results of an analytical model tend to be much less accurate then real system measurements. However, it is the fastest way to get some initial insight into the behavior of the system, or part of it.

- **Empirical evaluation** is performed by measurements and metrics calculation. This provides the most accurate results, as no abstractions are made.

Currently, there exist approaches for analytical evaluation of software performance from annotated models and for simulation [1]. However, there is still not an approach for empirical evaluation of software performance. The topic of this thesis is to introduce an approach for performance evaluation based on modeling constructs.

A necessary part of empirical performance evaluation is the software execution data collection which is achieved by instrumentation. The next subsection gives an overview of instrumentation.

#### 3.2 Instrumentation

In software engineering, instrumentation is the process of adding software probes to the program [27]. Software probes are additional pieces of code for collecting data about the software execution. They can be developed for different techniques of the software execution data collection. Generally, there are two techniques for collecting data about a program execution, sampling and event tracing:

- **Sampling** is a technique where parts of a program are sampled during its execution in some time interval. It is a general statistical technique in which a representative sample of data about the program during execution is taken. In this approach, performance overhead due to measurement is constant. However, a general shortcoming is that the data collected, when the same experiment is performed twice, will hardly be the same. Moreover, infrequent events can easily be missed. An example of this kind of approach is sampling the program stack to follow the execution of a program.

- **Event tracing** is a process of generating traces of events in the software. A program trace is a dynamic list of events generated by the program as it executes [14]. It contains events for characterization the overall program behavior ordered by time. With this technique the processing overhead can be significant in case of very frequent events. Another problem is the size of an event trace. Generally, a trace can be very large if we trace each instruction execution or very frequent events. Large traces occupy resources like memory and, therefore, impact the overall performance of the program.

In the thesis event tracing, as a technique for performance evaluation, will be used. Furthermore, traces will be collected in a relational manner using the concepts of temporal database theory.
3.3 Temporal Databases

Temporal databases are databases which support some notion of time [33]. Conventional (non-temporal) databases in which are stored only facts can provide only a possibility of representing a state of a system. For each fact stored in a temporal database a piece of time information.

Facts in databases are represented as rows in tables, or tuples as defined in relational algebra. These facts can be related to the valid time dimension and to the transaction time dimension [33]. The valid time dimension is related to the time when the fact was true in reality. The transaction time dimension is related to the presence of the fact in the database.

Temporal databases which store only facts about the past are called historical databases [33]. Historical databases define two kinds of relations, event and interval relations [24]. Interval relations are used for storing facts which were true for some time interval. Event relations are used for storing facts which were true at some particular point in time. Those facts were valid only at that time point.

One hypothesis the approach is that all parts of an execution of a program defined by modeling elements of a particular language can be characterized as one of the two previously mentioned kinds of facts.

3.4 Problem, Hypothesis and Conceptual Structure of the Solution

The problem and challenge of this thesis is to raise the level on which performance evaluation is done. Currently, evaluations are performed at the implementation technology level, and mostly based on code constructs. In model-driven developed software, observations of behavior should be done in terms of modeling constructs. Instrumentation, for observing software in the terms of modeling constructs and on the code level would require knowledge of the transformation. For example, if a system is modeled with UML state machines, and assume that implementation is in Java. In that case, instrumentation for observation of timing behavior in the terms of states would require knowledge of the implementation strategy of statecharts. Despite the fact that this is not according to the idea of model-driven engineering, it can be error-prone. Therefore, instrumentation should be done at the model level.

According to the nature of a part of a system, transformational or reactive, appropriate formalisms are used for modeling, as explained in the previous section. Therefore, a system specification uses several modeling languages. The challenge is to introduce the evaluation of an approach suited for different modeling formalisms.

The hypothesis of this thesis is that concepts of the temporal database theory can be applied for a performance evaluation approach in the context of model-driven engineering, for all modeling language. With the usage of temporal database theory, we can use already existing implementations of databases for various analyses. Furthermore, we assume that this easily leads to a declarative calculation of performance metrics. As examples for stimulus/response and functional decomposition languages, UML state machines and class diagrams will be used.

The conceptual structure of the solution is presented in Figure 1.

The basic instrumentation package will give the basic structure of traces and the definition of temporal data which can be collected, based on the temporal database theory. The most important concepts in this basic package are interval trace and event trace.

In the case when some element of a modeling language models a part of an execution of the program which lasts for some time interval, it will be instrumented by specialization of the interval trace. Specializations of event traces are used for an instrumentation of parts of executions which only occur at some point in time and do not have a duration. The basic trace types are specialized for each modeling language separately, depending on the type of modeling constructs and the time characterisation of their semantics. For example, in the case of UML class diagrams, there would be only one trace kind, for instrumentation of method calls, and it would be derived from the interval trace. However, in the case of UML state machines there will be event traces for instrumentation of state machines. An event trace will be specialized for instrumentation of outgoing and incoming signals, and for instrumentation of the states, the interval trace will be specialized. The initial structure of the basic instrumentation package is out of scope of this paper.

The trace analysis query language will be also developed. Foundations for this language will be temporal query languages and performance metrics, and it will be general for any instrumentation language.

4 Research Plan

The research plan is divided into the following five work packages:

1. The basic instrumentation metamodel package development

The outcome of this work package is a MOF-based basic package for instrumentation. During this
work package the metrics for performance evaluation will be defined, and the basic instrumentation package will be developed according to them. The methodology which will be used is a survey. The survey analyses existing literature. This work package is currently in progress.

2. An instrumentation language for a UML class diagrams modeling language development
The outcome of this work package is an instrumentation language and a transformation for a UML class diagram based modeling language. In this work package, an MOF based abstract syntax of the language, a concrete syntax in the form of a UML profile, and transformations from a model to Java code will be developed. This work package is in an early phase.

3. An instrumentation language for a UML state machine modeling language development
The outcome of this work package is an instrumentation language and a transformation for a state machine based modeling language. This work package, as the previous, will provide an MOF based abstract syntax, a concrete syntax in the form of a UML profile, and transformations from model to Java code. This work package is in an early phase.

4. The traces analysis language development
The outcome of this work package is a query language for trace analysis. As in the previous cases, the abstract syntax as an MOF defined metamodel. A concrete syntax will text based, and transformations from model to code for analysing traces will be developed.

5. Feasibility evaluation
For a feasibility evaluation, the ArcStyler (http://www.interactive-objects.com/products/arctype) will be used. In the evaluation, instrumentation languages for Accessors, web tier components for three tier architectures will be developed, and for Components, business object models. Furthermore, transformations from model to code will be developed. Finally, impact of measurements on performance of original code will be done. The feasibility evaluation will be done using the JEE “Pet Store” (http://java.sun.com/developer/releases/petstore/) case study and the JBoss (http://www.jboss.org) application server.

5 Related Work
At the moment there are several approaches for analytical evaluation of software performance from annotated models [19][23] and for simulation [21]. A detailed survey related to performance prediction can be found in Balsamo et al. [1]. However, there are several approaches for measurement and instrumentation in the context of code-centric development.

Snodgrass [29] introduces a relational approach for monitoring systems. His work showed that relational
data structures can be an appropriate formalism for monitoring dynamic behavior of a system. According to parts of a system, relations are specified. Furthermore, TQuel [28] is introduced, a language for querying the system state and filtering relational based event traces. In Snodgrass’s approach, the programmer manually defines the instrumentation according to concepts of an existing system. Our approach provides a schema for defining instrumentation languages according to modeling formalisms used for the specification of programs. Furthermore, TQuel provides queries which enable only observation of temporal relations between stored facts. Queries in the query language for performance analysis will enable a calculation of a performance metric through an extension with aggregate functions over temporal data.

Liao et al. [13] introduce a high-level language for program instrumentation and monitoring. In their language, a programmer specifies monitoring and measuring questions. According to the specification, the static analysis of code is done and instrumentation code is added. Conceptually the approach uses a relational approach for the representation of data collected during a program execution. Nevertheless, the language which is developed is only suited for functional decomposition of systems. The approach which is the topic of this thesis shows that temporal relations can be used as a general approach independent of formalism used for decomposition of a software system.

One more language for program instrumentation is the Metric Description Language (MDL), introduced by Hollingsworth et al. [8] as a part of the Paradyn Parallel Performance Tool. The MDL has the ability to define instrumentation as a separate concern, independent of the functionality of a program, define points at which actions for measurement should take place and intertwine it with the program during runtime. Points where measurements can take place are procedure entry, procedure exit and individual call statements. Therefore, as in the previous case the language is suited for functional decomposition only.

The Application Response Measurement (ARM) [30] is a technical standard for response times and for a provision of status of transactions in business applications. It provides a technology independent specification for measurements and implementation can be done in different languages. This standard specifies only a framework for performing measurements, but does not define how to analyse collected data. The methodology in the thesis defines both, how to perform measurements and how to analyze collected data.

Aspect Oriented Programming (AOP) is a programming approach which can be used for transparent software instrumentation. Transparent means that the source code of the software functionality is not mixed with probes. Examples for the application of AOP for an instrumentation are introduced by Marenholtz et al. [15] and Debusmann et al. [3]. Debusmann et al. [3] combine AOP with the ARM standard. Marenholz et al. [15] use AspectC++ for an instrumentation of an operating system for debugging, profiling/measurement, and runtime surveillance/monitoring.

For a transparent instrumentation of CORBA-based component systems, interceptors can be used. Interceptors are similar to AOP and can intercept method invocations to transparently instrument the program. Examples of the usage of portable interceptors in instrumentation are presented by several authors. For example, Li [12] introduces an approach where software probes are predefined and placed in stubs and skeletons during an IDL compilation. The measurement probes can be inserted in a program with a modified compiler, which is another technique for transparent instrumentation. Debusmann et al. [4] combine an ARM library and portable interceptors for software instrumentation.

Instrumentation can also be done by adding a transparent software layer to the application. Diaconescu et al. [5] introduce an approach where, at deployment time, a transparent proxy layer for the collection of execution data is automatically generated.

ProbeMeister [22] is a tool for runtime Java bytecode instrumentation. It has an extensible set of software probes that can be inserted or removed at any point while an application is running. In the approach introduced by this tool, the Java Debugging Interface is used for runtime instrumentation. ProbeMeister is a separate application and can be used for instrumentation of multiple JVM’s.

For collecting software execution data, the underlying platform can be instrumented. This kind of approach is presented by Yeung et al. [32]. The authors developed a virtual JVM called Verneer which is a Java program running on the top of the original JVM. The virtual JVM is a software layer which intercepts class loading, and fragments methods. Each method can be fragmented at the point of a method call, a method entry, basic blocks, and return. After the fragmentation, probes are added to these fragments. Another way to instrument the program is by using a pre-instrumented platform. A pre-instrumented platform is a platform with integrated instrumentation, like Jinsight [9].

Aspect Oriented Programming, portable interceptors, addition of a transparent software layer, bytecode
instrumentation, and underlying platform instrumentation are approaches that enable a collection of data about software execution in a way that the basic functionality code is not influenced. The approach presented in the thesis enables a collection of data about the software execution on a model level, and as a separate concern. Furthermore, it is a performance evaluation approach and not only an instrumentation approach.

Klar et al. [11] developed a set of tools for model-driven instrumentation. They define different sets of models for a program, a functional program model, a functional implementation model, a performance model and a monitoring model. In a functional program model, they explicitly model the functional interdependence of activities without implementation details. A functional implementation model is a detailed model which is concerned with the implementation of the functional program model. A performance model supports validation and is a prerequisite for predicting the performance of not yet implemented programs. In this model, realistic time attributes should be assigned according to measurements performed. Finally, a monitoring model is a subset of the functional implementation model, with which measurement points are defined. Measurements are performed according to the chosen level of abstraction. The source code is instrumented according to this monitoring model. For an analysis tool, a trace description is generated. With a generated trace description, an evaluation tool can decode an event trace. In the approach presented in this paper, the primary artifact of software development is a model. Therefore, instrumentation is done on the model level. The functional implementation model is actually a product of software development. Furthermore, instrumentation defines what to measure and where to measure, and from these two models, source code is generated.

6 Conclusion

Empirical performance evaluation enables validation of timeliness of a software system. However, so far there exist no approach for empirical performance evaluation in the software development process where a model is the primary software artifact.

The paper outlines, a research with the purpose to give a general approach for empirical performance evaluation of model-driven developed software. This kind of software development is called model-driven engineering. Instrumentation and empirical performance evaluation at the moment are done based on implementation language constructs. Instrumentation on the implementation technology level for collecting data about a program execution in the terms of modeling constructs can be error prone and can require significant effort. Therefore, the instrumentation is done at the model level. The models for software functionality definition and instrumentation definition are separated to reduce the complexity of models.

The contributions of the thesis are a basic package for the definition of instrumentation languages of UML based models, a methodology for deriving instrumentation languages, and a query language for performance metrics calculation. The languages for instrumentation enable data collection in terms of the modeling language constructs, and structured in relational manner.

Evaluation will be based on the Eclipse modeling tool. UML state machines and class diagram modeling languages, will be used as examples of different decomposition techniques. According to the literature survey on temporal databases and performance, and during development of the instrumentation languages for these two languages, the structure of the basic instrumentation package will be developed. Development of the basic instrumentation package will be followed by the development of a query language for trace analysis.

The feasibility of the approach will be done by integrating software performance evaluation based on relational traces in the ArcStyler commercial tool for model-driven development. Furthermore, experiments on the JEE “PetStore” case study will be performed to show the impact of instrumentation code and execution on the instrumented application.
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Abstract

It has not been since the advent of the client/server architecture break through that an architectural concept has changed the face of enterprise systems so significantly as it has been done by service oriented architectures (SOA). The service oriented approach provides plenty of vantages for companies in regard to flexible system integration and adoption of new business cases. However, the adoption of SOA in an actual enterprise system brings along a couple of problems as well. Especially the integration into the existing infrastructure, applications and the innovation, sourcing and investment policies is challenging. A solution can be provided by establishing a SOA roadmap unveiling possible traps and pointing out the foibles and flaws still existing in the SOA approach. In this paper the SOA approach will be reviewed critically and the different sections affected within an enterprise will be examined. Possible problems during the transition and use of SOA will be identified. Where already possible, solutions will be provided. This paper is based on current research conducted during my PhD studies.

1. Introduction

Architectures in information systems have seen many changes over the years beginning from monolithic mainframe applications to the latest development - service oriented architectures (SOA). In a service oriented context program functionality is exposed via an interface which is accessible over a network. These interfaces are usually referred to as “services”. A service in the context of computer science is an encapsulation of business logic accessible via XML messages over a network and must not be confused with the idea of a service in the context of business administration. In the context of SOA a service is coarse-grained and loosely coupled and it can be reused in several contexts. The lifecycle-management of a service, from its creation until it is abandoned, is part of a service oriented architecture. A specific infrastructure allowing the different applications to exchange data via services is also defined. The most known standards in use for a SOA today are WSDL (Web Service Description Language) [16], SOAP (Simple Object Access Protocol) [17], BPEL (Business Process Execution Language) [1], WS-CDL (Web Service Choreography Description Language) [18] and UDDI (Universal Description, Discovery and Integration) [10] which became de facto standards for a service oriented architecture. Nevertheless, a service oriented architecture must not necessarily be build with these standards. However, the compliance to industry standards, the use of available tools and a maximum of interoperability benefits strongly suggest their use.

The use of XML as the basic format for the exchange of messages and information facilitates the communication between business partners. Typical technical boundaries which prevented B2B eCommerce in the past such as different systems or communication heterogeneity are circumvented by the use of XML. An enterprise planning to adapt service orientation for its IT department has to consider several crucial facts. Looking at the architecture simply from a technical perspective is not enough. The business perspec-
tive and the application perspective must also be taken into account. What is needed, is an overall strategy embracing all three perspectives and guaranteeing a successful transition and seamless integration. In order to avoid possible traps which might occur during the transition to service orientation a SOA roadmap should be established. The several sections of an enterprise affected by the installation of a service orientation are covered by such a roadmap. Although no absolute guarantee for success a roadmap greatly facilitates the transition from a classic client/server architecture to a service oriented approach.

2. A roadmap to a service oriented architecture

A transition to SOA will have an influence on several divisions and departments within an enterprise. Figure 1 gives an overview about the different areas being affected by the introduction of service orientation. Infrastructure and applications in use will experience the major changes. However, innovation and standards, sourcing, investment and human resources will also be affected. A service oriented architecture within an enterprise will not remain a self-contained IT-pattern applied to hard- and software, but become a paradigm embracing all parts of the enterprise. The most important changes in every section will be examined in detail.

2.1. Infrastructure

Most of the IT infrastructures in use today are still based on the client/server pattern. The central point of all communication is a server or a mainframe system. These often legacy systems have been around and in use for several years. They are well-tried and the IT staff responsible for them is experienced - failure scenarios are well-rehearsed and occur rarely. The only major flaw these systems have is the inflexibility in regard to extensions and adaptation to new business scenarios. In a constantly faster changing business world such IT systems are not business enhancers but bottle-necks. A solution for more flexibility and faster conformance to new business scenarios is brought by SOA.

Service orientation in a broader sense however, is not really new. With components like CORBA (Common Object Request Broker Architecture) [11] or DCOM (Distributed Component Object Model) [3] service-like approaches were already realized years ago. Nevertheless, these systems were hard-wired and relied on certain standards and operating systems. An adaptation to a new business scenario i.e. through the acquisition of a new company could only be realized with major coding efforts. A real process oriented service composition was not possible.

Within a service oriented approach relevant core program functionality is extracted and offered through an interface. The interface can be accessed via XML messages - so called service providers are created. On the other hand the enterprise’s systems also consume other services i.e. from subsidiaries or subcontractors. A service oriented architecture within an enterprise therefore consists of service consumers and service providers. Information about existing services is stored in a so called service registry where the information is made accessible to relevant stakeholders.

![Figure 2. A sample SOA environment](image)

Figure 2 shows a sample SOA environment. Enterprise A has two services - a service consumer (Service A) and a service provider (Service B). Service C of Enterprise B acts as a service provider and Service D as a service consumer. For the information exchanged between the different services SOAP messages are used. In order to retrieve information about existing services both enterprises can access a service registry which is based on UDDI. A service registry provides particular functionality, allowing the search and retrieval of relevant service information. Information about existing services is returned in the form of WSDL files. With the use of pertinent software user accessible interfaces can be build on the basis of the WSDL files. The advantage of a service oriented architecture is the flexibility to exchange services. Enterprise A could abandon Service B and set up Service E instead. In the business case of figure 2 such an exchange must first be communicated to Enterprise B. Any other enterprise willing to consume the new Service E however, would know about it because the WSDL information can be retrieved from the service registry.

In reality the use case scenarios of a service orientation are not as simple as described in figure 2. It is necessary to align different service calls, assemble different services to a new service etc. Figure 3 shows a more complex scenario. Enterprise A’s Service A invokes Service B of Enterprise B. Service B is a composed service which itself calls two more services namely Service C and Service D. The orchestration of the calls is achieved via BPEL. With the use of BPEL the
order in which specific services are called can be controlled. In the terminology of web services controlling of service call orders is referred to as orchestration. If the sequence of web service calls between two parties is controlled we refer to it as choreography. Orchestration must be viewed from a partner specific perspective whereas choreography must be viewed from an overall perspective between two participating parties.

It is not important for Enterprise A what specific software or application is hidden behind Service B as long as it serves the needs of Enterprise A. Enterprise B on the other hand is flexible in assembling the logic and functionality of Service B by simply changing the BPEL file, orchestrating the calls. The logic hidden behind Service B can easily be changed by Enterprise B to fulfill changing process needs required by Enterprise A. Service B could also be regarded as a certain interface covering the logic behind it. So far such a concept is not new and well established also in conventional client/server architectures. The major advantage of the SOA approach however, is the possibility to easily assemble a new logic behind Service B by simply changing the BPEL definition. Furthermore a new service could be set up by Enterprise B which might be called Service E and serves the specific needs of a fictional Enterprise C. Service E could reuse the existing services Service C and Service D. At this point the importance of a service oriented architecture becomes evident - it provides a maximum of flexibility and reuse.

A classic enterprise system based on a client/server architecture does not provide such a flexibility needed for fast integration of new business scenarios. Moreover it now also becomes evident that a pertinent infrastructure is a mission critical factor for implementing a service orientation.

The realization of such an approach requires significant changes in the overall system architecture and infrastructure. In order to guarantee a seamless transition, a SOA roadmap is needed. A SOA roadmap approach consists of four major phases which will be broken down into specific activities: education, assessment and benchmarking, planning and roll out. In every phase specific tasks are performed and artifacts are generated which are then used in the next phase. A similar proposal has already been made by SUN Microsystems in [13].

**Education:** With the increasing popularity of service orientation the perception of its concepts in many cases has become blurry. Two different people talking about SOA often mean two different things. However, a common understanding of the concepts and techniques is a mission critical factor. The business executives and more important the responsible persons within the IT department must have a clear understanding of SOA principles and concepts. Only if a common understanding of the relevant technologies and tools is available, an appropriate assessment and planning of a SOA in the next phases is possible.

**Assessment and benchmarking:** In this phase the IT representatives must assess the current state of the IT infrastructure within the enterprise. The major question to be answered will be “How ready is the company for SOA?”. If possible, service oriented systems in use at subsidiaries or subcontractors should be analyzed in order to get a benchmark for the own future architecture. In particular the question whether to develop the SOA architecture in-house or to buy an external application and customize it to the specific needs must be answered.

**Planning:** Within this phase a detailed transition plan with the relevant software engineering and project management tasks must be elaborated. A SOA project group should be established, consisting of relevant stakeholders not only from the IT department but from all departments of the company.

**Roll-out:** In this phase the old architecture is gradually switched off and the service oriented approach is introduced. The transition from the old architecture to the new design is a dynamic process and therefore a vigilant supervision by the SOA project group is necessary.

A major goal of the current research will be the elaboration of a SOA roadmap. In particular the activities of the four phases will be analyzed in detail, while also pointing out possible shortcomings and foibles of the service oriented approach per se.

### 2.2. Applications

With service oriented architectures a new type of application has evolved as well - so called composite applications. Composite applications are similar to component-based software (CBS) focusing on building large software systems by integrating previously build software components. The nature of a composite application is the fact, that it is build by combining existing services provided by other applications. An example for a composite application is shown in figure 4. Service B can be regarded as a composite application, consisting of two services namely Service C

![Figure 3. Service orchestration with BPEL](image-url)
and Service D. When referring to the terminology used in the last paragraph a composite application is an assembly of service consumers. The newly created functionality of a composite application can then be exposed to other applications consuming its functionality. Hence composite applications can also be seen as service providers. The organization of the service composition is done within a so-called composition platform. Again the major advantage is the possibility to exchange the services which are behind Service B by simply changing the service orchestration. When viewed in a coarse-grained fashion, a composite application has three different layers: a user interface layer, a choreography layer and a service layer. Within the user interface layer the different forms and functions are presented to the user. The choreography layer defines the correct order in which the different services the composite application consists of, are called. Most likely BPEL will be the process execution language of choice to perform the orchestration. Services used by the composite application are represented by the service layer. The engineering of such applications will be a major challenge when introducing SOA in an enterprise. One very promising approach is the use of appropriate models to generate the software artifacts.

**Application development:** One major advantage promised by SOA is the rapid development of new service-based applications. Classic software development is often too complex and development of extensions or the adaptation to new business scenarios takes too long. Knowledge about the software engineering process however, is well accepted and known in the professional world though often only to programmers. In order to facilitate the creation of composite applications a model driven development (MDD) approach is helpful. On the first layer the user must be assisted by the MDD tool in creating a UI for the application. After the UI layer is finished the modeler must assign functionality to the various UI elements. This is done by connecting the UI layer to the processes represented by the second layer. On the second layer the different business processes are orchestrated in a specific order. The user retrieves the available services from a registry. Services can then be dragged and dropped onto a canvas of a modeling tool and be connected according to the specific needs. It is important to notice that the data returned by one service must not necessarily match the data required by another service. A solution is provided in the form of a so-called “data mapper”, allowing to transform the output of one service into the correct input of another service. The transformation will mostly be done from XML to XML. E.g. BPEL offers such a mechanism through the assign tag. After the process execution model is finished, the modeler can derive orchestration or choreography languages from the model. The languages most known for the orchestration and choreography of services are BPEL and WS-CDL. An MDA approach in the field of SOA has already been presented in [19].

**Derivation of service orchestrations:** BPEL describes the business process from a particular partner’s point of view. In most cases, however, the service calls will cross enterprise boundaries and involve other entities such as subsidiaries or subcontractors. If each business partner describes the business process from his own point of view, the final process specifications will most likely not match. By using a more holistic modeling approach such as UMM (UN/CEFACT’s Modeling Methodology) [14] the modeler can describe the inter-organizational business process in a semantically unambiguous way. A UMM model which is based on UML [12] can then be used to generate artifacts for a service oriented environment. We have already shown the feasibility of such an approach with BPEL in [6] which is based on research conducted in [4]. The transformation shown in [6] is limited to abstract processes in BPEL because UMM currently does not incorporate service bindings. Nevertheless with service bindings implemented, UMM promises to be a valuable design methodology for applications in a service oriented context.

It will heavily depend on the availability of appropriate tools, whether composite applications are successful or not. The development of composite applications is the second crucial issue after the infrastructural question, an enterprise is facing when introducing a service oriented architecture. Due to the importance of the applications used in a service oriented context, a potential SOA roadmap must incorporate a detailed strategy for the software to be used.

**2.3. Innovation and standards**

Whether the introduction of a service oriented architecture has an impact on innovation policies or not depends on several factors. If the enterprise is rather small, the introduction of a service orientation will most likely be outsourced and hence no real innovation takes place. For medium and large-sized enterprises the introduction of SOA increases the potential for innovation. Especially when the architecture is developed in-house and not outsourced the SOA approach can be regarded as an innovation promoter. Due to the joint effort all departments of the enterprise have
to make, new processes and techniques are developed ultimately leading to a new architecture - namely the service oriented architecture.

Most of the client/server systems are self-implemented solutions. The necessary programming languages and standards are well known to most of the IT staff today. Self-implemented software is often written on the basis of an enterprise server such as JBoss or similar products. The standards and techniques necessary to extend the software, are well known. With the rise of service oriented architectures however, a whole new set of technologies and methods starts to dominate the IT sector. Apart from the core XML-based standards already mentioned a whole new set of WS- standards has been developed such as WS-Interoperability (WS-I), WS-Security (WS-S), Security Services (SAML) and Web Services Reliable Messaging (WSRM) just to name a few. With the increased proliferation of a service orientation such standards and their correct use become an important issue in IT departments. Although important, the current knowledge of IT staff in regard to these standards is quite low. One crucial part of a SOA roadmap must be the identification of the standards necessary. In the next step the knowledge level of the standards within the enterprise must be elicited and necessary steps must be taken in order to overcome any knowledge gaps.

2.4. Sourcing

The effective implementation of a service oriented architecture very much depends on the capabilities of the IT department. In order to guarantee a seamless transition from the status quo to a service oriented environment, knowledge about service integration, composition and life-cycle management within the IT department is necessary. Especially in small and medium sized businesses such a knowledge is often not present. Whether a service oriented architecture is realized or not therefore often relies on a make or buy decision.

The make decision: When talking about a make decision the IT responsible refers to the in-house creation of specific software. In regard to service oriented architectures the advantage of a make decision becomes clear. The enterprise can choose the technology used and contribute with the internal know-how to the creation of the software. Furthermore, the integration of existing technologies and partners such as suppliers, subsidiaries and subcontractors is possible. The architecture created is tailored to the specific needs of the business and there is no dependence on external partners in regard to software maintenance and use. After the IT department has successfully carried out the in-house implementation of and transition to SOA a valuable amount of knowledge is available for further projects and potential for future synergy effects is given. On the other hand the make approach is cost and time-intensive and contains a certain amount of risk which must not be underestimated. In order to pursue a make decision specific domain knowledge, especially in the field of service engineering, orchestration and implementation is needed. If the knowledge is not available additional staff must be hired or existing staff be trained. The fact that such knowledge or staff is often not present leads us to the buy decision.

The buy decision: If the know-how of the IT department is not sufficient to implement a holistic service oriented architecture internally, an external partner and external software must be engaged respectively. Another important factor for the external development and implementation of a service oriented architecture is the lack of resources in the enterprise. Hiring new qualified employees just for the implementation of the service orientation contains a high financial risk whereas outsourcing the task minimizes the financial and the failure risk. The engagement of an external partner for the realization of a service oriented architecture is often cheaper and faster than the in-house realization. Although the planning and implementation of the service orientation can be outsourced, an enterprise should train in-house staff for the maintenance of the systems. As already mentioned before a service oriented context is volatile - services are abandoned or assembled to new services often within relatively short intervals. If necessary staff for service adaptation or correction is available in-house and the enterprise can react faster to new business needs.

2.5. Investment

A traditional investment, regardless if undertaken by department x or the IT department in most cases has one aim: a positive return on investment (ROI). Apart from being positive the investor expects the ROI to be quick. Considering the investments necessary for a service oriented architecture we can identify three different types according to [7]: organizational, architectural and infrastructural investments. Investments from the organizational perspective include putting in place new and specific processes such as service set-up or service deployment as well as human resources. The architectural investments include the evaluation, planning and testing of new software architectures. On the infrastructural side the investments mainly affect the software artifacts and the hardware necessary for a service orientation. All three investment types have one financial aim in common with the service oriented approach - the lowering of process costs. However, the initial investments for establishing a SOA architecture are higher than pursuing and maintaining a traditional architecture. A SOA project does not produce a quick ROI - hence it must not be induced on a ROI opportunistic basis. In the long-term however, the SOA approach produces a positive ROI due to in-
creased competitiveness, faster reaction on market changes and needs and lowered process costs. Furthermore the total cost of ownership of software is decreasing and the time-to-market of new products and services is lowered.

### 2.6. Human resources

The human resources sector will encounter significant changes with the introduction of a service oriented environment. In a classic client/server environment the development of new systems and applications was commissioned by the business executives to the responsible project managers. Project managers hired programmers who coded the applications according to the requirements elicited. At the time the development of the application was finished and it was released the initial business requirements had often already changed. Adaptations to changes and extensions to the software were complicated and time and cost intensive. This classic view on the roles in software engineering must not be regarded as outdated - however, in a service oriented world a new paradigm prevails. Figure 5 gives an abstract overview about the roles and the relevant use cases in a service oriented world. A similar approach has already been scrutinized in [2]. The business architecture is defined by the business executives and the business analysts. Because of the application of model driven design tools the business analysts can define and modify processes and user interfaces. The help of programmers will still be needed for special cases and exceptional behavior, but generally the business analysts can lower the workload of programmers. The tools used by the business analyst are developed by programmers who incorporate the services they have build into the tools. This approach greatly enhances the speed of application development. It however, implies that business analysts are available and have the knowledge about the relevant domain. Therefore a major task in adopting SOA within an enterprise is the hiring of business analysts with adequate know-how or the training of existing employees.

For the programmers within an enterprise it is important to get acquainted to the new technologies required for a service orientation. The main technology areas of interest are the different XML-based standards in use and the internal architecture necessary for service orientation. Especially when setting up a service orientation on top of existing systems, a wrapping of old business logic is necessary. I.e. the mainframe system used for accounting could be wrapped with a web service in order to make its functionality available to subsidiaries. Building such wrappers requires either the implementation directly in the legacy system - in this case on the mainframe - or writing an intermediate layer performing the conversion from a system call to an XML message. In both cases profound knowledge of the legacy system is required. However, such legacy systems are often in use for 20 years or longer and the programmers often have already retired. One major task in making legacy systems available in a service oriented world will be the hiring of qualified programmers who can implement the necessary interfaces.

In a roadmap to a service oriented environment the human resources factor plays a very important role. Without qualified employees a transition to SOA will most likely fail or at least be inefficient.

### 3. Conclusion and Outlook

The current strong trend towards service orientation is unlikely to change in the next few years. Even more than service orientation supporting techniques such as model driven architectures and model driven development will evolve from their draft status into fully qualified software development tools. With the availability of such tools the proliferation of service oriented concepts will increase significantly. Moreover, with the availability of service oriented commercial of the shelf software (COTS) also small and medium sized businesses can participate on a service oriented level. The augmentation of service orientation together with supporting tools will help composite applications to be as widespread as client/server applications are nowadays. Therefore it is more crucial than ever for an enterprise to stay up to date and not to miss the service orientation train. Whether there is business conducted between two arbitrary companies or not will very much rely on the
fact, if the other partner supports a service oriented environment. It has already been shown how many different sections of an enterprise are affected by the introduction of a service oriented environment. Moreover, it is most likely easier to name those departments not affected by the introduction than those affected. Hence the design and implementation must be thoroughly planned and organized.

On top of the organization the overall SOA strategy is placed, guiding the enterprises’ efforts towards a functioning service oriented architecture. In order to fulfill the requirements and goals set by the strategy, a SOA roadmap is needed. In the long term only those enterprises will be successful which have a well developed and adapted SOA roadmap.
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Abstract
Recent massive research in the area of robustness testing of communication protocols have been driven by the fact that embedded systems are becoming more and more complex every day. Providing correct implementations of communication protocols is a key to successful interconnection of embedded system constituents. Test and verification is the last and the most critical phase in the production of the corresponding software artifacts. This paper contributes to the overall research effort in the area by proposing an original approach to model-based robustness testing of communication protocols. In the paper we introduce the notion of hidden FSM states and state transitions. We also show how to calculate the probabilities of detecting the existence of the hidden state transitions. Then we present our methodology of model-based robustness testing of communication protocols. The methodology is based on the special operational profiles, which are referred to as the stress operational profiles.

1. Introduction

The communication protocol engineering [1] is an engineering discipline that deals with the engineering of communication protocols. Although frequently addressed in the literature, the methodology that governs the production process of the corresponding software artifacts remains work in progress. Particularly, the test & verification phase of the process is still the Achilles heel of the communication protocol engineering. UML 2.0 has improved some of these short-comes, but there is still room for further improvements in that area. For example, there are a number of formal verification methods (e.g. [3]) and statistical usage testing methods [4-7] at our disposal, which may be used to improve the current practice.

In our previous work [8-11] we have used our original approach to the model-based statistical usage testing of a class of communication protocol implementations that are based on the State design pattern [12] and Java programming environment augmented with the class FSMSystem. Most recently [11] we have created a novel model-based statistical usage testing working environment by improving the tools that we have developed previously [8-10] and by combining them with the unit testing framework JUnit and new tools that glued them together. The operational profiles that we used up to now modeled only the protocol reactions to the messages without faults.

Automatic testing of protocol implementation robustness was the next natural evolutionary step in our work. The IEEE defines robustness as a degree to which a system or component can function correctly in the presence of invalid inputs or stressful environmental conditions [13]. There is a lot of recent research in this area [14-17].

ASPIRE (Automated Systematic Protocol Implementation Robustness Evaluation) [14] is an automated approach to pro-actively test protocol implementations by observing their responses to faulty PDUs (Protocol Data Units) or messages. A PDU is faulty if either its syntax is incorrect or its position in a PDU sequence is incorrect (syntactically and semantically faulty PDUs). This approach uses the pairwise testing strategy [15] for generating syntactically faulty PDUs in order to limit the natural exponential growth in the number of the syntactically faulty PDUs. In this paper we use a special operational profile to generate both syntactically and semantically faulty PDUs and messages. We refer to such an operational profile as the stress operational profile.

In [16] the authors have extended the results of PROTOS project in multiple ways to overcome its limitations. They developed a test engine with callback functionality and dynamic option reloading feature that allows test engineer to have full control of protocol
state transition. They also contributed a new PDU generator that accepts test case templates written in a descriptive language similar to augmented BNF (RFC 2234). The new language is referred to as SBNF (Strengthened BNF). Its predefined and customizable functions are very similar to our intrinsic functions (which we use to specify possible values of event class parameters). However, they do not state anything about the quality of their test cases. In contrast to that paper, we calculate the mean significance level for the set of automatically generated test cases as an indicator of their quality.

VirtualWire [17] is a network fault injection and analysis system designed to facilitate the process of testing network protocol implementations. It allows developers to specify which network faults should happen when using event-based scripting language, and injects these faults into actual protocol test runs according to high-level specifications. Each scenario in the FSL (Fault Specification Language) is an unordered set of rules, which are \{\text{condition} \Rightarrow \text{action}\} pairs. Actually, these scenarios are similar to our event class definition, but without their respective probabilities. Possibility of generating test scripts directly from the protocol specification is indicated as a direction for their future work. We already achieved that in our previous work [11].

In this paper we present our original approach to the model-based robustness testing of a class of protocol implementations, which are based on the State design pattern and Java programming environment. The approach is based on the application of the statistical usage testing. Essentially, we construct stress operational profiles, which model the behavior of the implementation under test when it is exposed to both valid and invalid messages. The invalid messages are either the syntactically faulty messages or the semantically faulty messages.

Once we create a stress operational profile, we use the tools that we developed in our previous work [8-11] and slightly improved in this paper, to automatically generate the test suite, check its quality by checking the mean significance confidence level, and automatically execute all the test cases and check their outcomes. We made the slight improvement of the working environment by introducing the class FsmTestCase.

The rest of the paper is organized as follows. We introduce the notion of hidden FSM (Finite State Machine) states and hidden FSM state transitions in Section 2. After that introduction we show the method for calculating probabilities of detecting the existence of the hidden FSM state transitions on the example of the SIP INVITE client transaction protocol. The methodology for the model-based robustness testing of communication protocols is presented in Section 3. The case study is given in Sections 4 and 5. Sections 6 and 7 contain closing remarks and references cited in the paper, respectively.

2. Hidden FSM states and transitions

FSM robustness evaluation is closely related to the problem of hidden FSM state transitions and states. The goal of the robustness tester is to find a sequence of syntactically and/or semantically faulty messages that will cause the FSM to take a hidden state transition to some of its regular states or to some hidden state, which will cause FSM’s misbehavior later on during its evolution. FSM states and transitions are regular if they are defined in the FSM’s original specification. Otherwise they are hidden.

Consider a simple example shown in Figure 1. The FSM comprises three regular states, namely S0, S1, and S2, as well as three regular state transitions, see Fig. 1.

![Figure 1. An example of a simple FSM](image)

Let us assume that the FSM shown in Figure 1 was erroneously implemented with one hidden state (S3) and three hidden state transitions (t3, t4, and t5), see Fig. 2.

![Figure 2. A FSM with implementation errors](image)
and \( t5 \). This means that if we want to discover them we must probe the FSM with the faulty inputs.

An input is faulty if either its syntax is incorrect or its position in an input sequence is incorrect. The former is referred to as a syntactically faulty input, whereas the latter is referred to as a semantically faulty input. For example, if \( i3 \) is different from \( i0 \), \( i1 \), and \( i2 \), it is a syntactically faulty input (see Figure 2). Alternatively, if \( i3 \) is equal either to \( i1 \) or \( i2 \), it is a semantically faulty input.

The hidden state transitions can be discovered easily if they generate irregular outputs. An output is an irregular output if it does not appear in the original FSM specification (in the example in Figure 2 that would be any output different from \( o0 \), \( o1 \), and \( o2 \)). Discovering hidden state transitions and hidden states may be more difficult if the hidden state transitions are silent or if they produce some of the regular outputs. A state transition is a silent state transition if it does not produce any output (we denote the absence of the output in the state transition label with the character -).

Certain hidden states and transitions that are silent, or that produce regular outputs, can not be discovered at all. For example, if the hidden transition \( t3 \) in Figure 2 is a silent one and the hidden transition \( t4 \) is equal to \( t0 \) (this means that \( i5 \) is equal to \( i0 \) and \( o5 \) is equal to \( o0 \)), these two hidden state transitions and the hidden state \( S3 \) can not be discovered at all. However, this particular case is completely harmless since the erroneous FSM implementation has the same external behavior as the original FSM specification.

Alternatively, some of the hidden state transitions and states are discovered with certain sequences of inputs, but they remain undiscovered with other sequences of inputs. According to our experience from dealing with some real communication protocols, e.g. SIP, the probability of discovering hidden state transitions is rather high. As an example, consider the SIP INVITE client transaction, a part of the SIP protocol stack (refer to RFC 3261).

We restrict our analysis in this example to semantically faulty FSM inputs (messages) and to hidden silent FSM state transitions only. It will be shown later in Sections 3 and 4 that stress operational profiles do not depend on particular hidden states and transitions. Let us introduce the abbreviated names for the FSM states, inputs, and outputs, which are shown in Table 1.

By introducing the abbreviations from Table 1 we obtain FSM statechart in Figure 3. Next we introduce the hidden state transitions. Then we assume that the hidden state transition has been taken and we analyze the output and the next state for each possible FSM input (\( t0\)–\( t7 \)). Based on this analysis we calculate the probabilities of discovering hidden state transitions for individual FSM inputs. Once we determine these values, we calculate the probabilities of discovering individual hidden state transitions.

<table>
<thead>
<tr>
<th>No</th>
<th>Original name (from the RFC 3261)</th>
<th>Abbreviated name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Calling</td>
<td>S0</td>
</tr>
<tr>
<td>2</td>
<td>Proceeding</td>
<td>S1</td>
</tr>
<tr>
<td>3</td>
<td>Completed</td>
<td>S2</td>
</tr>
<tr>
<td>4</td>
<td>Terminated</td>
<td>S3</td>
</tr>
<tr>
<td>5</td>
<td>INVITE</td>
<td>( i0 )</td>
</tr>
<tr>
<td>6</td>
<td>TA fires</td>
<td>( i1 )</td>
</tr>
<tr>
<td>7</td>
<td>300-699</td>
<td>( i2 )</td>
</tr>
<tr>
<td>8</td>
<td>1xx</td>
<td>( i3 )</td>
</tr>
<tr>
<td>9</td>
<td>TD fires</td>
<td>( i4 )</td>
</tr>
<tr>
<td>10</td>
<td>TB fires</td>
<td>( i5 )</td>
</tr>
<tr>
<td>11</td>
<td>TERR</td>
<td>( i6 )</td>
</tr>
<tr>
<td>12</td>
<td>2xx</td>
<td>( i7 )</td>
</tr>
</tbody>
</table>

The probability of discovering the hidden state transition \( i_j \), denoted by \( p_{ij} \), is calculated as the mean value of all the probabilities of discovering the hidden state transition for the individual FSM inputs, denoted by \( p_{ij} \), i.e.: 

\[
p_i = \frac{(p_{i1} + p_{i2} + \ldots + p_{in})}{n} \]

where:

- \( n \) is the number of regular FSM inputs 
- \( p_{ij} \) are the probabilities for the individual inputs.

Finally, we calculate the mean probability of discovering hidden state transitions, denoted by \( p \), as follows:

\[
p = \frac{(p_{1} + p_{2} + \ldots + p_{m})}{m} \]

where:

- \( m \) is the number of analyzed hidden state transitions 
- \( p_{ij} \) are probabilities for individual transitions.

The number of analyzed hidden state transitions in this particular example is the sum of the numbers of hidden state transitions that are starting from any state, except the state \( S3 \) (\( Terminated \)), and going to all other states. The state \( S3 \) is a special state for the SIP INVITE client transaction, because once this state is reached, the FSM is immediately destroyed. This means that state transitions from \( S3 \) to \( S0 \), \( S1 \), or \( S2 \) are not possible. Therefore, by excluding \( S3 \) as a possible source of a hidden state transition, we get nine hidden state transitions that are subjects to further analysis.

Table 1. The table of abbreviated names
We start the analysis with the hidden state transitions whose source is the state S0. These are the transitions S0-S1, S0-S2, and S0-S3. Generally, a state transition from the state Si to the state Sj is denoted as Si-Sj. These particular hidden state transitions are shown in Figure 4.

Table 2. The outcome analysis for Figure 4

<table>
<thead>
<tr>
<th>Input/Trans.</th>
<th>S0-S1</th>
<th>S0-S2</th>
<th>S0-S3</th>
</tr>
</thead>
<tbody>
<tr>
<td>i0</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>i1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>i2</td>
<td>++</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>i3</td>
<td>++</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>i4</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>i5</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>i6</td>
<td>-</td>
<td>++</td>
<td>-</td>
</tr>
<tr>
<td>i7</td>
<td>++</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Score G : B</td>
<td>5 : 3</td>
<td>3 : 5</td>
<td>2 : 6</td>
</tr>
</tbody>
</table>

The consequences of the given hidden state transition are determined by assuming that it has been taken and by analyzing the result of the next regular FSM input (see Table 2). A regular FSM input is an input that appears in the original FSM specification. We assume that all the inputs have the same occurrence probabilities. For brevity, we introduce the following notation:

- - denotes an unexpected (bad) output. If the result is -, an error (the existence of the hidden state transition) is discovered.
- ++ denotes the expected (good) output and the expected next state. If the result is ++, the error is not discovered and it will not be discovered by subsequent inputs.
- + denotes the expected (good) output and the unexpected next state. If the result is +, the error is not discovered, but it may be discovered by a subsequent input.

The last raw in Table 2 shows the score of expected versus unexpected FSM outputs (G : B stands for good against bad FSM outputs).

Next we analyze the hidden state transitions whose source is the state S1. Finally, we analyze the hidden state transitions whose source is the state S2. The summary of that analysis is given in Table 3. The probabilities of discovering particular hidden state transitions for given FSM inputs, \( p_{ij} \), as well as the probabilities of discovering particular hidden state transitions, \( p_i \), are given in Table 4.

The probability of discovering the hidden state transition S2-S3 has the lowest value (41%). This makes sense because the FSM in the state S2 reacts only to 3 out of 8 regular inputs (see Figure 3). Moreover, the regular state transition from the state S2 triggered by the input i4 is a silent one. This means that only for 2 out of 8 regular inputs (these are i2 and i6) the hidden state transition is discovered immediately. We may conclude that in this particular case the probability of discovering the hidden state transition is low because the source state of the hidden state transition is the source of a relatively small number of regular state transitions and some of them are silent.

Figure 3. The FSM with the abbreviated names

Figure 4. The FSM with hidden transitions from S0

Next lowest probability is the probability of discovering the hidden state transition S0-S1 (42%). The situation that we have here is a very interesting
one. The FSM in the state S1 also reacts to 3 out of 8 regular inputs (these are i2, i3, and i7), but these reactions are identical to the reactions in the state S0, which is the source state of the hidden state transition under examination. Both the generated output and the destination states are the same. The outcome in all three cases is ++, which means expected (good) output and the expected destination state. Consequently, the hidden state transition S0-S1 is discovered immediately only by other regular inputs that cause loud state transitions from the state S0 (these are i1, i5, and i6). The state transition is a loud state transition if it is not a silent one.

Table 3. The summary of the outcome analysis

<table>
<thead>
<tr>
<th>Trans.</th>
<th>i0</th>
<th>i1</th>
<th>i2</th>
<th>i3</th>
<th>i4</th>
<th>i5</th>
<th>i6</th>
<th>i7</th>
<th>p</th>
<th>G:B</th>
</tr>
</thead>
<tbody>
<tr>
<td>S0-S1</td>
<td>---</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>.69</td>
<td>4:4</td>
</tr>
<tr>
<td>S0-S2</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>.72</td>
<td>5:3</td>
</tr>
<tr>
<td>S0-S3</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>.70</td>
<td>5:3</td>
</tr>
<tr>
<td>S1-S0</td>
<td>+</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>.42</td>
<td>2:2</td>
</tr>
<tr>
<td>S1-S1</td>
<td>+</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>.78</td>
<td>5:5</td>
</tr>
<tr>
<td>S1-S2</td>
<td>+</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>.69</td>
<td>5:5</td>
</tr>
<tr>
<td>S2-S0</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>.70</td>
<td>5:5</td>
</tr>
<tr>
<td>S2-S1</td>
<td>+</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>.70</td>
<td>5:5</td>
</tr>
<tr>
<td>S2-S2</td>
<td>+</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>.70</td>
<td>5:5</td>
</tr>
</tbody>
</table>

We may conclude that in this particular case the probability of discovering the hidden state transition is low because the FSM loud reactions in the destination state of the hidden state transition are the subset of the FSM loud reactions in the source state of the hidden state transition. This conclusion is based on the assumption that the number of differences is the source state of the hidden state transition and the expected destination state. Consequently, the hidden state transition S0-S1 is discovered immediately only by other regular inputs that cause loud state transitions from the state S0 (these are i1, i5, and i6). The state transition is a loud state transition if it is not a silent one.

Table 4. The probabilities of discovering hidden trans.

<table>
<thead>
<tr>
<th>Trans.</th>
<th>i0</th>
<th>i1</th>
<th>i2</th>
<th>i3</th>
<th>i4</th>
<th>i5</th>
<th>i6</th>
<th>i7</th>
<th>G:B</th>
</tr>
</thead>
<tbody>
<tr>
<td>S0-S1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>.63</td>
</tr>
<tr>
<td>S0-S2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>.63</td>
</tr>
<tr>
<td>S0-S3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>.63</td>
</tr>
<tr>
<td>S1-S0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>.63</td>
</tr>
<tr>
<td>S1-S1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>.63</td>
</tr>
<tr>
<td>S1-S2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>.63</td>
</tr>
<tr>
<td>S2-S0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>.63</td>
</tr>
<tr>
<td>S2-S1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>.63</td>
</tr>
<tr>
<td>S2-S2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>.63</td>
</tr>
</tbody>
</table>

Means that in 6 cases out of 8 the existence of the hidden state transition is discovered immediately and that is why the corresponding probability is high. We may conclude that in this particular case the probability of discovering the hidden state transition is high because the FSM reactions in the source state of the hidden state transition are loud for most of the FSM regular inputs, whereas the FSM reactions in the destination state of the hidden state transition are silent.

Based on the previous analysis it may seem that the probability of discovering a hidden state transition is proportional to the number of differences for the FSM reactions in the source and destination states of the hidden state transition. Without giving it a second thought, we could naively conclude that the larger the number of reaction differences (sum of - and + outcomes), the higher the probability of discovering the hidden state transition. However, when we construct the table that shows the relation between these two variables (see Table 5) we see that this conclusion is wrong.

Table 5. Probability vs. reaction differences

<table>
<thead>
<tr>
<th>Transaction</th>
<th>Differences (- and +)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>S0-S1</td>
<td>5</td>
<td>.42</td>
</tr>
<tr>
<td>S0-S2</td>
<td>7</td>
<td>.72</td>
</tr>
<tr>
<td>S0-S3</td>
<td>8</td>
<td>.84</td>
</tr>
<tr>
<td>S1-S0</td>
<td>5</td>
<td>.50</td>
</tr>
<tr>
<td>S1-S2</td>
<td>8</td>
<td>.78</td>
</tr>
<tr>
<td>S1-S3</td>
<td>8</td>
<td>.56</td>
</tr>
<tr>
<td>S2-S0</td>
<td>7</td>
<td>.70</td>
</tr>
<tr>
<td>S2-S1</td>
<td>8</td>
<td>.69</td>
</tr>
<tr>
<td>S2-S2</td>
<td>8</td>
<td>.41</td>
</tr>
</tbody>
</table>

By analyzing Table 5 we see that there are two probability values (42% and 50%) that correspond to the reaction differences value 5. Since these two values are rather close, we could proceed by calculating the average value (46% to be exact), but the problem that we face is the fact that for the reaction differences value 8 there are 5 different probability values in the range from 41% to 84% (these values are 41%, 56%, 59%, 78%, and 84%).

The reason for such results is that we are observing only the FSM outputs, whereas the FSM current state remains its private matter. That fact leads us to the assumption that the number of the FSM output differences (- outcomes) and the probability of discovering a hidden state transition are more closely related.

By constructing Table 6 we provide encouraging results for this direction of reasoning. Finally, by calculating the average probabilities for each value of the FSM output differences (see Table 7) we show that the average probability of discovering hidden states with the same FSM output differences value is
proportional to that value. The results from Table 7 are illustrated in Figure 5.

**Table 6. Probability vs. output differences**

<table>
<thead>
<tr>
<th>Transaction</th>
<th>Differences (-)</th>
<th>( p_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>S0-S1</td>
<td>3</td>
<td>0.42</td>
</tr>
<tr>
<td>S0-S2</td>
<td>5</td>
<td>0.72</td>
</tr>
<tr>
<td>S0-S3</td>
<td>6</td>
<td>0.84</td>
</tr>
<tr>
<td>S1-S0</td>
<td>4</td>
<td>0.50</td>
</tr>
<tr>
<td>S1-S2</td>
<td>5</td>
<td>0.78</td>
</tr>
<tr>
<td>S1-S3</td>
<td>3</td>
<td>0.56</td>
</tr>
<tr>
<td>S2-S0</td>
<td>5</td>
<td>0.70</td>
</tr>
<tr>
<td>S2-S1</td>
<td>4</td>
<td>0.69</td>
</tr>
<tr>
<td>S2-S3</td>
<td>2</td>
<td>0.41</td>
</tr>
</tbody>
</table>

**Table 7. Average probability vs. output differences**

<table>
<thead>
<tr>
<th>Transaction</th>
<th>Differences (-)</th>
<th>( p_a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2-S3</td>
<td>2</td>
<td>0.41</td>
</tr>
<tr>
<td>S0-S1, S1-S3</td>
<td>3</td>
<td>0.49</td>
</tr>
<tr>
<td>S1-S0, S2-S1</td>
<td>4</td>
<td>0.60</td>
</tr>
<tr>
<td>S0-S2, S1-S2, S2-S0</td>
<td>5</td>
<td>0.73</td>
</tr>
<tr>
<td>S0-S3</td>
<td>6</td>
<td>0.84</td>
</tr>
</tbody>
</table>

**Figure 5. Average probability vs. output differences**

**3. Methodology**

This section of the paper outlines the methodology for the robustness testing of the class of communication protocol implementations. The methodology consists of the following steps:

1. Make a model of the stress operational profile.
2. Interpret the model.
3. Calculate the number of required test cases based on the desired level of product reliability.
4. Generate generic test cases.
5. Check the statistical report.
6. If the mean significance confidence level is not higher than 20%, return to step (4) above.
7. Compile generic test cases into JUnit test cases.
8. Execute JUnit test cases.

(9) Report any discrepancies to the design and implementation team.

**Stress operational profile** models the implementation under test behavior when the implementation is exposed to both valid and invalid inputs (messages). Essentially, this model is a Markov process, which is characterized by the given probabilities of individual state transitions. The goal of the stress operational profile is to create the stressful usage by extending the normal usage patterns that are driven by valid messages with the unexpected usage patterns that are driven by both syntactically and semantically faulty messages.

If we want to create more stressful environment, we increase the probabilities of invalid messages. If we want to create less stressful environment, we increase the probabilities of valid messages. Selecting proper probabilities is a critical task. Very large probabilities of invalid messages may slow down normal protocol evolution significantly. The probability value of 100% blocks the protocol evolution completely. At the moment we use heuristics to set the probabilities of invalid messages.

A model interpreter transforms the above mentioned model into the operational profile specification file. This file specifies the number of states and event classes, as well as the state transition probabilities, the event class definitions, and the next state definitions for each state transition in the model. It is used in the step 4.

The required number of test cases (\( N \)) for the desired level of product reliability (\( R \)) and the upper bound on the probability that model assertions are in error (\( M \)) is calculated from the following formula [4]:

\[
M = R^N
\]

A test case consists of a given number of test steps. This number is referred to as the test case length. A test step actually corresponds to the state transition. An automatic test case generator generates a test case by a random walk through the stress operational profile. It starts from the given initial state and makes the given number of random test steps in accordance with the given probability distribution. This procedure is repeated for the given number of test cases.

A particular test suite of the finite size has some deviation from the probability distribution specified by the stress operational profile. Statistically, the smaller the test suite size, the bigger the deviation. The main statistical measure of this deviation is the mean significance confidence level (SL). SL higher than 20% is considered large, whereas the SL smaller than or equal to 1% is considered small [4].
4. Case study

This section of the paper presents a case study – robustness testing of the SIP INVITE client transaction (IETF RFC 3261) implementation that is based on the class FSMSystem and the State design pattern. We start by modeling the stress operational profile which is used to test the robustness of the implementation under test. The model is created in accordance with the operational profile modeling paradigm, which is described in the previous sections of this paper.

The communication protocol under study is already described in Section 2 of this paper. Its statechart diagram is shown in Figure 3. The stress operational profile model is constructed from the statechart diagram by adding the reactions to the unexpected events (messages) and by adorning all the state transitions with their corresponding probabilities (see Figure 6).

The FSM ignores the unexpected messages in all its states. This means that the FSM remains in the same state and that it does not produce any output, i.e. it does not send any messages to other FSMs. That is why all the reactions to the unexpected messages have the label Unexpected/-. The exception to this rule is the state Terminated. Once the FSM reaches that state it is ultimately deleted and therefore it can not react to any message. Therefore the state transition from the state Terminated to the same state has the simple label End/-(the name End actually corresponds to the primitive nop). Of course, the corresponding probability must be 100%.

For simplicity, all the reactions to the unexpected messages are labeled Unexpected/-(see Figure 6). The name Unexpected that is used in this label actually refers to a set of syntactically and semantically faulty messages. Of course, these sets are different for various FSM states. For example, the semantically faulty messages in the state Initial are the messages TA/FIRES, 300-699, 1xx, 2xx, TERR, TB/FIRES, and TD/FIRES. A syntactically faulty message is any message that is not a regular message or a semantically faulty message. Such a message is referred to with the name UNKNOWN. All the reactions to the unexpected messages specify a syntactically faulty message as a single alternative to all the semantically faulty messages.

Another detail that distinguishes reactions to the unexpected messages in different states is the status of timers. Generally, the status of timers before and after these state transitions must remain the same (this is also implicitly assumed by the statechart diagrams).

Obviously, the statuses of timers change as the FSM evolves from the current state to its next state, which is determined by the type of the driving stimuli.

The experiments in this case study were organized as follows. At the beginning, we generated five test suites with 1000, 2000, 3000, 4000, and 5000 test cases respectively. The aim was to see how the number of test cases affects the measurement results. The results that were the most interesting to us were the sequence number (starting from 0) of the first test case that discovers the existence of the hidden state transition and the total number of the test cases that detect the existence of the hidden state transition.

We planned in advance to do the actual experiments in the following three steps:

- Step 1: check the bug-free implementation against five test suites.
- Step 2: inject the hidden state transition S0-S3 (Calling-Terminated) into the bug-free implementation and check the infected implementation against five test suites.
- Step 3: inject the hidden state transition S2-S3 (Completed-Terminated) into the bug-free implementation and check the infected implementation against five test suites.

The test case length was selected to be the minimum number of steps that are needed to detect the hidden state transition S2-S3, which turned out to be 4 steps (step I: INVITE, step II: 300-699, step III: the semantically faulty message 2xx, and step IV: detection). Since there are many other test cases not reaching the state S2 in the second test step, we expected relatively small percentage of test cases discovering the hidden state transition S2-S3.

Although the operational profiles described here and in Section 2 are rather different (the latter assumes uniform probability distribution and does not take into account syntactically faulty messages), it was reasonable to expect that the overall behavior of the protocol under test may be similar. Because of that, the hidden state transitions S0-S3 and S2-S3 were selected based on the findings made in Section 2, which indicated them as the hidden state transitions with the highest and the lowest probability of detecting them after they have been taken, respectively.

In accordance with the test plan outlined above, we conducted the step 1 first. All the test cases within the five test suites passed successfully. Thus the implementation under test turns out to be bug-free, or at least bug-free according to these five test suites (15,000 test cases all together, with four test steps, i.e. operational profile state transitions, each).
Next we conducted step 2 by injecting the hidden state transition $S0\rightarrow S3$ (*Calling-Terminated*), which is triggered with the semantically faulty message $i4$ (*TD FIRES*) and which does not perform any operation on any timer (because in Section 2 we assumed the detection of hidden state transitions based on the observation of the FSM outputs only). All five test suites detected the existence of the hidden state transition rather early (see Table 8) and with a considerable number of the total failed test cases (see Table 9).

Finally, we conducted step 3 by injecting the hidden state transition $S2\rightarrow S3$ (*Completed-Terminated*), which is triggered by the semantically faulty message $i7$ (*2xx*) and which does not perform any operation on any timer. All five test suites detected the existence of the hidden state transition later than in the previous case (see Table 8) and with a rather small number of the total failed test cases (see Table 9).

The result of our experiments are summerized in Table 8 and Table 9. These results prove that it is really much easier to detect the existence of the hidden state transition $S0\rightarrow S3$ than the hidden state transition $S2\rightarrow S3$.

Table 8 is organized as follows. The rows of the table correspond to the individual test suites, namely the test suites with 1000, 2000, 3000, 4000, and 5000 test cases. The second and the third column show the test cases that were first to fail. The former shows those that were first to fail for the implementation under test infected with the hidden state transition $S0\rightarrow S3$, whereas the latter shows those that were first to fail for the implementation infected with the hidden state transition $S2\rightarrow S3$.

According to Table 8, the average test case sequence number that detects the existence of the hidden state transition $S0\rightarrow S3$ is 15, whereas the average test case sequence number that detects the existence of the hidden state transition $S2\rightarrow S3$ is 147. This leads to the interesting conclusion that on average we need almost 10 times more test steps to detect the hidden state transition $S2\rightarrow S3$ than we need to detect the hidden state transition $S0\rightarrow S3$. 

**Figure 6. The stress operational profile model**
Table 9 is organized analogously to Table 8. The difference between the two is that Table 9 shows the total number of test cases that failed. The second column indicates the total number of test cases that failed for the implementation infected with the hidden state transition $S0-S3$, whereas the third column shows the results for the implementation infected with the hidden state transition $S2-S3$.

### Table 8. The test cases that were first to fail

<table>
<thead>
<tr>
<th>Test suite</th>
<th>H.S.T. S0-S3</th>
<th>H.S.T. S2-S3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>16</td>
<td>95</td>
</tr>
<tr>
<td>2000</td>
<td>24</td>
<td>183</td>
</tr>
<tr>
<td>3000</td>
<td>23</td>
<td>25</td>
</tr>
<tr>
<td>4000</td>
<td>8</td>
<td>33</td>
</tr>
<tr>
<td>5000</td>
<td>3</td>
<td>399</td>
</tr>
<tr>
<td>Average</td>
<td>15</td>
<td>147</td>
</tr>
<tr>
<td>Ratio</td>
<td>1</td>
<td>9.93</td>
</tr>
</tbody>
</table>

Note: H.S.T. stands for the Hidden State Transition.

### Table 9. The total number of test cases that failed

<table>
<thead>
<tr>
<th>Test suite</th>
<th>H.S.T. S0-S3</th>
<th>H.S.T. S2-S3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>90</td>
<td>2</td>
</tr>
<tr>
<td>2000</td>
<td>158</td>
<td>2</td>
</tr>
<tr>
<td>3000</td>
<td>220</td>
<td>8</td>
</tr>
<tr>
<td>4000</td>
<td>327</td>
<td>3</td>
</tr>
<tr>
<td>5000</td>
<td>386</td>
<td>9</td>
</tr>
<tr>
<td>Density [%]</td>
<td>7.87</td>
<td>0.16</td>
</tr>
<tr>
<td>Ratio</td>
<td>49.21</td>
<td>1</td>
</tr>
</tbody>
</table>

In addition to absolute total number of failures, we are interested in the failures density, which is defined as the ratio of the total number of failures and total number of test cases. Table 9 shows that the failures density is 7.87% for the implementation infected with the hidden state transition $S0-S3$ and 0.16% for the implementation infected with the hidden state transition $S2-S3$. This leads to the interesting conclusion that the failure density is almost 50 times greater in the former case than in the latter. Next we conducted a series of experiments searching for means to improve the overall testing efficiency.

### 5. Improving the testing efficiency

In the second part of the case study we decided to further experiment with the minimal test effort of 4000 test steps (1000 cases x 4 steps) that was needed to reliably detect the hidden state transition $S2-S3$, based on the minimal test case length that was needed to detect it. We examined a series of test suites with different number of test cases and number of test case lengths, but with the overall test effort fixed to 4000 test steps. The results are given in the Table 10 and in the Figure 7.

By analyzing the case of the H.S.T. S0-S3 in the Table 10, we see that the number of broken test cases is proportional to the total number of test cases. Alternately, in the case of the H.S.T. S2-S3, the number of the broken test cases actually depends on the test case length, and has its maximum (value 7) for the test case length of 20 test steps.

### Table 10. No. of broken cases vs. test case length

<table>
<thead>
<tr>
<th>Test suite SLi [%]</th>
<th>H.S.T. S0-S3</th>
<th>H.S.T. S2-S3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000 x 4</td>
<td>26</td>
<td>86</td>
</tr>
<tr>
<td>800 x 5</td>
<td>48</td>
<td>96</td>
</tr>
<tr>
<td>400 x 10</td>
<td>21</td>
<td>90</td>
</tr>
<tr>
<td>267 x 15</td>
<td>41</td>
<td>67</td>
</tr>
<tr>
<td>200 x 20</td>
<td>36</td>
<td>46</td>
</tr>
<tr>
<td>160 x 25</td>
<td>58</td>
<td>40</td>
</tr>
<tr>
<td>134 x 30</td>
<td>49</td>
<td>34</td>
</tr>
<tr>
<td>114 x 35</td>
<td>60</td>
<td>28</td>
</tr>
<tr>
<td>100 x 40</td>
<td>68</td>
<td>36</td>
</tr>
</tbody>
</table>

Figure 7. The no. of broken test cases vs. case length

These conclusions suggest that it should be possible to construct an effective test suite with much smaller overall test effort by fixing the test case length to 20 and reducing the total number of test cases. Of course, the final goal is to find the effective test suite with the minimal overall test effort. The results of the experiments that were made in that course are given in the Table 11 and in the Figure 8.

### Table 11. No. of broken test cases versus test effort

<table>
<thead>
<tr>
<th>Test suite</th>
<th>SLi [%]</th>
<th>H.S.T. S0-S3</th>
<th>H.S.T. S2-S3</th>
</tr>
</thead>
<tbody>
<tr>
<td>200 x 20</td>
<td>36</td>
<td>46</td>
<td>7</td>
</tr>
<tr>
<td>100 x 20</td>
<td>40</td>
<td>24</td>
<td>9</td>
</tr>
<tr>
<td>20 x 20</td>
<td>48</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>10 x 20</td>
<td>33</td>
<td>5</td>
<td>0</td>
</tr>
</tbody>
</table>

By analyzing the results in the Table 11 (Figure 8) we see that an effective test suite of much smaller overall test effort exists, indeed. The particular test suite with only 20 test cases and 20 test steps per each test case has an order of magnitude smaller overall test effort of 400 test steps altogether.

### 6. Conclusions

In this paper we have introduced the notion of hidden FSM states and state transitions. By analysis in Section 2 we have shown that, although it may seem
logical, the probability of detecting the hidden state transition is not proportional to the number of reaction differences (sum of - and + outcomes) caused by taking the hidden transition. By further analysis in Section 2 we have shown that the average probability of discovering hidden states with the same FSM output differences value is proportional to that value.

Figure 8. The no. of broken cases vs. no. of cases

Then we have presented our methodology of the model-based robustness testing of communication protocols. The methodology is based on the special operational profiles, which are referred to as the stress operational profiles. The goal of the stress operational profile is to create the stressful usage by extending the normal usage patterns that are driven by valid messages with the unexpected usage patterns that are driven by both syntactically and semantically faulty messages.

Finally, we have shown the application of the methodology on a case study. The results of the case study show that general conclusions mentioned above are true. Additionally, the case study shows that significant test effort may be needed for detecting hidden state transitions with the small number of FSM output differences (such as H.S.T. S2-S3) when test cases of minimal length are used. The test effort may be reduced for the order of magnitude by finding the optimal test case length and by reducing the number of test cases to the minimal number that is needed to experimentally construct the effective test suite, which reliably detects all the hidden state transitions.
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Abstract

As tools are maturing rapidly model-based testing is gaining wider attention by industry as a potential replacement for suite-based testing approaches. To use model-based testing tools users however specify often quite detailed test models, at level of the implementation to be tested. We present here a first attempt to generate tests from more abstract implementation models, which we call architecture models. With only little refinement these models can be used to validate implementations up to interaction accuracy. Our technique is applied to validate that the camera application software for Nokia Series 60 mobile devices conforms to its UML2 architecture model, employing the model-based testing tool Conformiq Qtronic.

1. Introduction

With recent advances in tool technology, model-based testing has become a subject of increasing interest and popularity in industry to save testing cost. Its capability to automatically generate tests from models is envisioned to significantly reduce the need for manual implementation of test suites for the validation of product implementations, e.g., with test scripting languages like TTCN-3 [1, 2].

One of the major challenges in introducing model-based testing to industry is the lack of availability of detailed enough, executable models to derive such tests from. The construction of models at such a level of detail is often as complex as the implementation itself. Many companies are still hesitant to change from conventional techniques to software development with executable modeling specifications since such a change carries a major risk and investments [3].

This paper focuses on the use of model-based design and testing of software systems at a more abstract level, i.e., software architectures. Informal text documents are still widely used to capture functional architecture requirements. Such documents require manual validation of implementations, which is a time consuming and non-trivial task. Deviations from the requirements are however a common reason for problems discovered during software integration.

Architecture models define the behavior of system components at their external interfaces. They do not however model internal computations performed as a result of interactions. Therefore architecture models by themselves are abstract system models which can not be used as-is to validate software implementations. They have to be first refined to be suitable for testing by adding more information about interface data. After such a refinement however generated tests can be executed against real implementations of the model.

We present this approach in the context of the non-trivial camera application used by Nokia Series 60 mobile phones. In our case study the architecture model has been specified after the implementation based on existing interface and design documentation. Although in this case model-based testing has validated the model instead of the implementation, our approach can also be applied in a classical top-down design approach, i.e., to validate implementations against a model.

2. Related research

The phrase “model-based testing” (MBT) has been used to signify many approaches to quality assurance. A good overview and discussion about hopes and reality of MBT can be found in [3]. Our test environment which is presented in the later sections fits the generic architecture shown in this paper. [4] presents an approach which is quite heavily tied to a specific tool, Java as a final implementation language, and software module testing. A lot of work on MBT [5, 14] is based on test models as a basis for test
generation, i.e., models of users or the environment that a system is embedded in. Most approaches (with the exception of [14]) have used complete, i.e., data accurate, model specifications as a starting point for test generation.

Our work is founded on the automatic derivation of tests from system models [6, 7], i.e., models that describe the desired functionality of the system under test. In this form, MBT as a technology is a derivative of formal conformance testing which has been established as a discipline by Jan Tretmans in [6].

The Lyra modeling method which has been used for the construction of our abstract architecture system model has been first described in [8]. It has been used and studied in modeling SpaceWire network architecture [9] and in the design and specification of a telecommunication protocol [10]. These case studies have focused on modeling aspects and explored formal verification of system model in different design phases.

3. Architecture modeling

Lyra [8] is a method that has been developed for modeling potentially distributed service architectures. The method as such is language independent, but in practice UML2 [11] has been used to create our models. Lyra models cover both, structure and behavior, of a system and are executable. The main motivation for system modeling with Lyra is to ease management and further evolution of system architecture during the lifetime of a product.

Architecture models developed with Lyra describe a system as a set of high-level entities, the interfaces between them, and the externally observable behavior on the interfaces. Behavior is specified at level of interactions and identifies allowed order and sequences of operations on interfaces. Data carried in operation parameters are abstracted and only included in the model if it affects model behavior. Thus, data correctness is not a goal of Lyra architecture models.

A key concept in Lyra is a service component. Service components are used to define the behavior of the system and may communicate with each other via two kinds of interfaces: PSAP (Provided Service Access Point) and USAP (Used Service Access Point). PSAP communication is performed with the user of the service whereas USAP communication is performed with another used service.

The service provided by a service component is described by a hierarchical state machine. The top level PSAP Communication state machine describes the interaction with the user of the service. The actions taken by the service in response to the user requests are encapsulated in composite states, so called Execution Control state machines. Each Execution Control state machine specifies the different steps needed to perform the action requested by the user. If some steps require the use of other services the required interactions again are encapsulated in composite states, so called USAP Communication state machines. Each USAP state machine describes the communication with this other service. Figure 3 shows an example of the hierarchical Lyra state machines.

The main purpose of separating external communication and internal computation to different state machines is to facilitate gradual development of system models. It also allows early validation and verification of model refinement steps.

4. Testing environment

Figure 1 shows an overview of our test environment that is used in order to generate and execute the tests. The test system is based on a model-based testing tool that interacts via adapters with the Implementation Under Test (IUT), i.e., the Series 60 Camera Application software, which is running in a Symbian [12] operating system emulator.

Tests are generated from a refined architecture model based on a set of user defined coverage criteria, i.e., generation directives. The test system communicates with the IUT interfaces via a generic adapter infrastructure which is customized with plug-ins for the specific interfaces used in testing. These plug-ins do not implement any interface behavior but only convert signals generated by the tool to their respective Symbian C++ API calls and vice versa.

![Figure 1. Model-based testing environment](image-url)
4.1. About the implementation under test

The camera feature and its operation are quite well known to end users of Series 60 camera phones. This feature has been chosen as a case study as it involves four different entities, i.e., user, camera application, camera hardware drivers, and operating system, each of which are implemented and managed by different parties or organizations. In addition, the interfaces between these entities are well known, public, and documented interfaces, i.e., Camera User, Onboard Camera, and File Server APIs. The selected implementation under test is the Camera Application software which processes user input and then either interacts via drivers with the camera hardware or uses operating system file services.

For example, when a user presses a button to capture a picture this request is reported to Camera Application which first requests the picture via the Onboard Camera API and then saves it via the File Server API before displaying it to the user.

The actual implementation of the Camera Application is fairly complex. In our case this entity is decomposed into smaller entities which each have a number of additional internal interfaces. This information is however intentionally not included in the architecture model since it not visible via these above APIs.

4.2. The model-based testing tool

For the generation of tests from refined architecture models we employed the model-based testing tool Conformiq Qtronic [13]. This off-the-shelf tool has not been specifically developed for architecture modeling but can handle virtually any executable UML2 model specification as an input. The primary reason for its selection has been its support for the derivation of tests from system models.

The tool facilitates both, online and offline, model-based testing. In offline tests are generated as external test scripts that then can be subsequently executed independently. Online testing is a more advanced form of model-based testing where tests are executed dynamically “on-the-fly” against the SUT. The fundamental benefit of online over offline testing is that it allows generation of tests from arbitrarily non-deterministic system models.

Qtronic generates tests using a custom engine for symbolic model execution. The symbolic execution engine is used in principle to “invert” the system model so that allowed input behavior of the model becomes allowed output behavior of the model-based test system. The tool can to handle control, timing, as well as data aspects automatically as part of this inversion. Therefore the execution engine is the key feature which it enables us to use system models directly as testing assets.
Figure 3: Examples of Lyra state machines specifying Camera Application behavior

In order to guide test selection, this MBT tool allows the user to activate a number of model-based coverage criteria. These include transition coverage (cover all transitions in all state charts), state coverage (cover all states), branch coverage (cover all positive and negative branches in conditional constructs), condition coverage (cover the positive and negative values of individual atomic Boolean conditions), boundary value pattern (factor numerical comparisons into cases around the decision boundaries) and requirements coverage (cover all links to higher-level requirements specifications).

5. The system model

The starting point for model-based testing is the Lyra architecture model of the Camera Application, which has been developed from public interface as well as internal design documentation and its environment as shown in Figure 2. The behavioral part of the Camera Application model shown in Figure 3 specifies still image capture functionality of the Series 60 software but does not specify its implementation, i.e., it focuses on externally observable communication related to the functionality but does not reflect internal Series 60 software design or interfaces.

In our Camera Application model the user interface has been abstracted from actual user interface, i.e., key press sequences or display bitmaps, and is focused on the actions that a user may perform. For example, the camera can be started either via a shortcut or the general application menu. From the Camera Application point of view the action is the same. Thus, we model the starting of the camera as an action StartCamera. This approach is commonly used in modeling user interfaces [14].

The file server API was abstracted in a similar manner, i.e., to open, read, write, or close a file. The communication with the camera hardware drivers, i.e., the Onboard Camera entity, follows the actual C++ API as closely as possible. As the modeling of all communication between different components in Lyra is based on asynchronous signaling, C++ method calls are modeled as pairs of signals, one for the call and another for the return.

Figure 3 shows a part of the Camera Application PSAP state machine as well as examples of an Execution Control and USAP state machine. The data sent and expected in the PSAP or USAP communication is essentially completely abstracted, i.e., the architecture model focuses on reflecting the order and sequence of operation invocations - not
correct parameter values. This abstraction of data handling reduces the system model complexity significantly.

6. The refined system model

In validation, our goal is to have the IUT visit states and follow state transitions specified in the architecture model as we desire. But before such a model can be used with a model-based testing tool it has to be modified to be more specific about parameter values used in triggered or expected operation invocations. If the model is used as is a model-based testing tool could only generate random values which are likely to cause undesired behavior from the IUT.

In principle the refinement of the system model into a model suitable for automated testing is quite straightforward, i.e., by simply manually adding information about valid parameter values to the model wherever it is needed. Due to our choice in MBT technology the addition of such data requires careful thought. Since our tool generates tests by essentially “inverting” the system model the same mindset needs to be followed when refining parameter data.

Whenever the system model specifies an operation invocation the test tool expects the IUT to make this invocation, and whenever it specifies to expect an operation invocation the test tool makes that invocation. Therefore, parameter values that need to be specified explicitly in the refined model are in and in-out parameter values for expected operation invocations and in-out and out parameter values for operations invoked by the system model. In theory, this model refinement is a still quite complex task since any combination of valid values for operation parameters should be reflected by a correct refinement.

In practice, we can simplify this refinement step by adding only one of all possible parameter value combinations to the system model. Here, specific values need to be specified for parameters to be sent to the IUT and any valid value can be accepted from the IUT, e.g., via the use of subtypes for such a parameter. Suitable parameter values can be determined, e.g., from IUT observation. Note that repetitive behavior in a system model, i.e., loops, need to be unfolded as part of its refinement since correct parameter data values commonly differ between iterations.

Figure 4 shows the refinement of isSuccessful function which is invoked to make a decision in the ReserveCamera state machine in Figure 3. Here, set of parameter values which should be expected has been restricted to cover only valid error codes. This refinement enforces that any test generated from this Camera Application model will only send valid error codes to the implementation.

```java
In system model:

Boolean isSuccessful( in integer errorCode ) {
    switch (errorCode) {
        case ErrNone : return true;
        default : return false
    }
}

In refined system model:

Boolean isSuccessful( in integer errorCode ) {
    switch (errorCode) {
        case ErrNone : return true;
        case ErrNotSupported,
            ErrInUse : return false
    }
}
```

Figure 4: Refinement of isSuccessful(...) function for testing purposes.

With this simplification the possibility to validate the correctness of operation parameter values is lost but model refinement becomes significantly easier. After this refinement step the system model has all the information needed for meaningful test generation. But since we have only added an absolute minimum of information this refined model can of course not be used as a basis for ensuring parameter data accuracy of the implementation. A more detailed, implementation level system model is needed for that purpose. Note that the model refinement itself is not dependent on Lyra – it is only tied to the concept of an architecture model, i.e., a model which does not model accurately parameter data.

7. Results

Due to a very challenging time frame we had to customize our generic test environment shown in Figure 1 in a number of places, e.g., to exclude the file server API from the system model and therefore from validation of the Camera Application software. These modifications helped us to reduce the complexity of the test environment setup but still allowed us to validate the IUT against its architectural requirements.

Figure 5 shows an example of test sequence which was generated as a result of selected system model coverage criteria. Like many other generated sequences it focuses on the start up of the Camera Application which is the phase of operation with most interface
Figure 5: Example of a generated test sequence

accesses. Parameter values shown here as "undefined" correctly specify expected values of input parameters in an operation return. Secondly, parameter lists like CamerasAvailableReqParam are empty since they also empty in the interface specification. The trace does not show handling of invalid IUT responses.
The main problem encountered during the architecture model refinement and also later during the execution of generated test sequences has been incomplete or ambiguous design documentation on the use of external services, e.g., missing calls to some operations, as well as handling of erroneous behavior. In some situations these deviations from desired behavior even occurred after including clarifications from the responsible architect in the refinement.

The identification of proper parameter values was mainly performed by observing the IUT in the Symbian emulator and a mock-up user interface. The restriction of some operation parameters to very specific values in UML2 state machines caused some problems, i.e., when a state machine did not branch after the receiving a signal. We solved this issue by introducing a user defined “require” construct which the model based testing tool could then identify as the specification of a specific value.

Finally our experience with coverage criteria has been that the available mechanisms, e.g., to cover each or specific transition(s) or state(s) once, is quite powerful and flexible. However, we feel that more intuitive, simpler techniques for specification of coverage criteria like a MSC [15]-based notation may help users to quickly perform first validations with a new testing environment. In addition, it could help to introduce test engineers who are experienced in conventional suite-based test specification to get familiar with this powerful testing technology more easily.

8. Conclusions

We presented in this paper first results on model-based testing with refined architecture models for software applications. These models focus on the behavior visible at external interfaces of a system. By explicitly excluding the internal structure and interfaces of entities as well as parameter data computation not only the model specification complexity can be decreased significantly. It also leaves designers more freedom in the implementation and evolution of product features, e.g., it allows them to select the programming language of their choice for the implementation of the system. Such models can be developed, e.g., by applying the Lyra modeling method with UML2. Since architecture models are abstract there are not suited as such for use in model-based testing.

We introduced a simple refinement technique to add information about valid parameter values to architecture models. The refined model enables validation of architectural constraints in a real implementation with model-based testing. Tests generated from these models do not however reduce the need for further testing. These tests can, for example, not be used to assess parameter data correctness in interactions via external interfaces. This form of validation however suffices to enforce compliance of an implementation to a given architecture specification.

In the case of the Series 60 Camera Application software results show that the available documentation has not been specific enough to clearly define how external interfaces relate to each other. Our tests have shown that the same documents have been interpreted differently by architects and implementers. Architecture models leave no room for interpretation and offer a means to perform automated model based testing. It has also been shown that model-based testing was able to easily pinpoint the problems with architecture compliance.

Among the tasks for our future work are to further formalize our system model refinement for testing, to develop a proper integrated tool environment to assist test engineers in architecture model refinement, and to continue the study of this technique with other applications. Another area of interest is the investigation of alternative techniques for specification of coverage criteria for model-based testing tools.
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Abstract

In this paper we present the testing of time goal requirements by using Model Checking as an engine for test generation. The goal model that we use to capture the time requirements is an extension of KAOS. This goal model specifies the properties that the system must satisfy and how they are tested by using the model checker engine, UPPAAL. As an illustration of this proposal we take a particular study case based on GSM cell technology.\(^1\)

1 Introduction

In software and hardware development the engineers provide a concrete model of the system behavior. This model is naturally restricted with correctness and performance constraints that have to be checked by the verification software. Another alternative for verifying system is software testing. Software and hardware testing is the process that tests the functionality and correctness of the system through execution or analysis. As noted by Callahan et al in [6] software testing could be used properly in conjunction with model checking to develop high quality software and hardware systems.

Although software and hardware testing can guarantee high quality of software and hardware development, they cannot provide a “correct” system in isolation. On the other hand, the introduction of Formal approaches such as Model Checking, makes this objective feasible. Thus, it becomes important for testing frameworks to incorporate these formal approaches. This has meant a there is growing consensus on the use of formal methods, i.e. development methods based on formalism, which could have significant benefits in testing systems due to the enhanced rigor these methods bring [12]. Furthermore, these formalisms allow us to reason with the constructed models, analyzing and verifying

\(^1\)This work has been supported by the CICYT project “Supported by the spanish government (cofianced by FEDER founds) with the project.” Application of Formal Methods to Web Services”, with reference TIN2006-15578-C02-02, and the JCCLM regional project “Application of Formal Methods to the Design and Analysis of Web Services and e-commerce applications”, with reference PAC06-0008-6995.”

Figure 1. Test Generation Diagram by using Model Checking

some properties of interest of the described systems. One of these formalisms is timed automata [3], which are very frequently used in model checking [1], and there are some well-known tools supporting them, like UPPAAL [11, 8, 14] or KHRONOS [16] either SPIN [13]. The Model Checking performs the verification of models that are derived form the system behaviors. The specification and definition of properties to be verified are an important key. In this work, we use an extension of KAOS [2, 7, 19], an approach for goal-oriented for requirement engineering, in order to formally specify the system requirements. Our approach uses a combination of Model Checking in conjunction with goal-oriented for property gathering. This approach is depicted in figure 1. The goal oriented model and the system model are extracted from the real system and checked by UPPAAL. The checking process may find errors that are model traces that are visualized as counterexamples. These counterexamples are model traces that show paths that the model follows to reach the error. Finally these errors are tested in the real system. Thus this diagram depicts a methodology for test generation by using Model Checking as a tester generation engine.

The paper is structured as follows. In Section 2 we describe the main features of the model checker UPPAAL. The goal model used for the requirement engineering is presented in Section 3. In Section 4 we apply the previous work
to a GSM-based communication system, and the UPPAAL tool is used to test and analyze the goal established in the previous one. Finally, the conclusions and the future work are presented in Section 5.

2 Uppaal as a tester engine

UPPAAL is a suite tool that performs symbolic model checking over timed automata. The time properties that it is possible to specify by UPPAAL are based on the temporal logic subset of timed computation tree logic (TCTL). Now, we will see the timed automata, the properties and the tester algorithm in detail.

2.1 Timed Automata

By definition, a timed automaton is a standard finite-state automaton extended with a finite collection of real valued clocks. The clocks are assumed to proceed at the same rate and their values may be compared with natural numbers or reset to 0. UPPAAL extends the notion of timed automata to include integer variables, i.e. integer valued variables that may appear freely in general arithmetic expression used in guards as well as in assignment. Note that for backward reachability analysis, which we will define after, the variable assignment is restricted to any value of the form $ax + b$ where $a, b \in \mathbb{Z}$ and $x$ is the variable being reassigned, whereas for forward reachability analysis there is no such restriction.

The model also allows clocks not only to be reset, but also to be set to any non-negative integer value.

Definition 1 (Atomic Constraints) Let $C$ be a set of real valued clocks an $I$ a set of integer valued variables. An atomic clock constraint over $C$ is a constraint of the form: $x \sim n$ or $x - y \sim n$, for $x, y \in C$, $n \in \mathbb{N}$. An atomic constraint over $I$ is a constraint of the form: $i \sim n$, for $i \in I$, $n \in \mathbb{Z}$.

By $C_c(C)$ we will denote the set of all clock constraints over $C$, and by $C_i(I)$ we will denote the set of all integer constraints over $I$.

Definition 2 (Guards) Let $C$ be a set of real valued clocks, and $I$ a set of integer valued variables. A guard $g$ over $C$ and $I$ is a formula generated by the following syntax: $g := c \mid g \land g$, where $c \in (C_c(C) \cup C_i(I))$.

$B(C, I)$ will stand for the set of all guards over $C$ and $I$.

Definition 3 (Assignments) Let $C$ be a set of real valued clocks and $I$ a set of integer valued variables. A clock assignment over $C$ is a tuple $(v, c)$, where $v \in C$ and $c \in \mathbb{N}$. An integer assignment over $I$ is a tuple $(w, d)$ representing the assignment $w = d$, where $w \in I$ and $d \in \mathbb{Z}$.

We will use $A(C, I)$ to denote the power-set of all assignments over $I$ and $C$.

Definition 4 (Timed automata) A timed automaton $A$ over a finite set of actions $Act$, clocks $C$ and integer variables $I$ is a tuple $(L, l_0, E, V)$, where $L$ is a finite set of nodes (control-nodes), $l_0$ is the initial node, $E \subseteq L \times B(C, I) \times Act \times A(C, I) \times L$ corresponds to the set of edges, and $V : L \to B(C, I)$ assigns invariants to locations. For a brief notation, we will denote $(g, a, r, l') \in E$.

Definition 5 (Synchronization Function) Let $T \subseteq Act \times Act$ be a function such that:

$\langle a_1!, a_2? \rangle \in T \Rightarrow \langle a_1?, a_1! \rangle \in T$ for all $a_i$

Definition 6 (Parallel Composition) Let $A_1, A_2$ be two timed automata. The parallel composition $(A_1 | A_2)$ is a timed automaton $(L, l_0, E)$, where $l_1 \in L$ whenever $l_1 \in L_1$ and $l_2 \in L_2$, $l_0 = \langle l_0, l_0 \rangle$, and the edges $E$ are defined as follows:

1. $(l_1, l_2) \xrightarrow{g, a, r} \langle l_1', l_2' \rangle$ if $(l_1 \xrightarrow{g_1, c_1, r_1} l_1') \land (l_2 \xrightarrow{g_2, c_2, r_2} l_2') \land (g = g_1 \land g_2) \land ((c_1, c_2) \in T) \land (r = r_1 \cup r_2)$
2. $(l_1, l_2) \xrightarrow{g, a, r} \langle l_1', l_2' \rangle$ if $(l_1 \xrightarrow{g_1, a, r} l_1')$
3. $(l_1, l_2) \xrightarrow{g, a, r} \langle l_1', l_2' \rangle$ if $(l_2 \xrightarrow{g_2, a, r} l_2')$

A state of a timed automaton $A$ is a pair $(l, u) | u \in V(l)$, where $l$ is a node of $A$ and $u$ is an assignment, mapping each clock in $C$ to a value in $R_+$, and each integer variable in $I$ to a value in $\mathbb{N}$, and $u \in V(l)$ means that $u$ satisfies the invariant of the node $l$. We will use $g(u)$ to denote that the assignment $u$ satisfies the guard $g$. The initial state of $A$ is $(l_0, u_0)$, where $u_0$ is the assignment mapping all variables and clocks to 0.

The evolution of a timed automaton, from a state to another state can proceed by two types of transitions:

1. Delay transition: $(l, u) \xrightarrow{\epsilon(d)} (l, u')$.
2. Action transition: $(l, u) \xrightarrow{g, a, r} (l', u')$.

Definition 7 (Delay transitions) Let $(l, u)$ and $(l', u')$ be two states of a timed automaton $A$, and let $d$ be a positive real. Then

$V(l') \land u'(x) = u(x) + d$ if $x \in C$

$V(l') \land u'(x) = u(x)$ if $x \in I$
2.2 Specifying time properties

The language that UPPAAL uses to perform the verification is a subset of timed computation tree logic (TCTL) [18, 17], where atomic expressions are location names, variables and clocks from the modeled system. The properties are defined using local properties that are either true or false depending on a specific configuration.

Definition 9 (Local Property) Given an UPPAAL model $\langle \vec{A}, \text{Vars}, \text{Clocks}, \text{Chan}, \text{Type} \rangle$. A formula $\varphi$ is a local property if it is formed according to the following syntactical rules:

$$
\varphi := \text{deadlock} \quad | \quad A.l \\
\quad | \quad x \triangleright c \quad | \quad x \ominus y \triangleright c \\
\quad | \quad a \triangleright b \\
\quad | \quad (\varphi_1) \quad | \quad \neg \varphi_1 \\
\quad | \quad \varphi_1 \text{ or } \varphi_2 \\
\quad | \quad \varphi_1 \text{ and } \varphi_2 \\
\quad | \quad \varphi_1 \text{ imply } \varphi_2
$$

In Definition 9 we have expressed the syntax of the temporal logic that UPPAAL uses. Now, let us see the definition of the five different property classes that UPPAAL may test.

Definition 10 (Temporal Properties) let $M = \langle \vec{A}, \text{Vars}, \text{Clocks}, \text{Chan}, \text{Type} \rangle$ be an UPPAAL model and let $\varphi$ and $\psi$ be local properties. The correctness of temporal properties is defined for the classes $\langle \varphi \rangle$, $A <> \varphi$ and $-- > \varphi$ as follows:

$$
M \models A[ ] \varphi \quad \text{iff} \quad \forall \{(\vec{l}, e, v)\}_K \in \tau(M). \\
M \models A <> \varphi \quad \text{iff} \quad \forall \{(\vec{l}, e, v)\}_K \in \tau(M). \\
M \models A[ ] \varphi \quad \text{iff} \quad \forall \{(\vec{l}, e, v)\}_K \in \tau(M). \\
M \models E[ ] \varphi \quad \text{iff} \quad \neg (M \models A[ ] \neg(\varphi)). \\
M \models E <> \varphi \quad \text{iff} \quad \neg (M \models A <> \neg(\varphi)).
$$

The two temporal property classes dual to $\langle \varphi \rangle$ and $A <> \varphi$ are defined as follows:

$$
M \models E <> \varphi \quad \text{iff} \quad \neg (M \models A[ ] \neg(\varphi)). \\
M \models E[ ] \varphi \quad \text{iff} \quad \neg (M \models A <> \neg(\varphi)).
$$

2.3 The tester algorithm

The tester algorithm that UPPAAL uses is based on the symbolic model checking [4, 15] that uses constraint solving. The algorithm checks if a state in a timed automaton is reachable from the initial state or not.

When searching the state space we need two buffers that we can call “wait” and “passed” respectively. The waiting buffer holds the states that not yet explored and the passed buffer holds the states explored so far.

Algorithm 1 Forward Reachability Analysis

If we do forward reachability analysis we initially store $\langle l_0, U_0 \rangle$ in the wait buffer. We then repeat the following:

1. Pick a state $\langle l_i, U_i \rangle$ from the wait buffer.
2. Check if $l_i = l_f \cup U_i \subseteq U_f$. If that is the case, return the answer yes.
3. If $l_i = l_f \cup U_i \subseteq U_j$, for some $\langle l_j, U_j \rangle$ in the passed buffer, drop $\langle l_i, U_i \rangle$ and go to step 1. Otherwise save $\langle l_i, U_i \rangle$ in the passed buffer. If $U_j \subseteq U_i$ we can replace the state $\langle l_j, U_j \rangle$ with $\langle l_i, U_i \rangle$. (To save space)
4. Find all $l_k$ that are reachable from $l_i$ in one step regardless of the assignments, taking only actions into account. Let $g_k$ be the set of guards on the performed transition an $a_k$ the set of resets
5. Now set $U_k = \text{reset}(sp(U_i) \cap g_k, a_k)$. If $U_k \neq \emptyset$, store $\langle l_k, U_k \rangle$ in the wait buffer.
6. If the wait buffer is not empty go to step 1, otherwise return the answer no.

3 The Goal Model for time requirements

The requirements, properties and characteristic of the system must be gathered in order to be tested. However, they must be expressed in a formalized manner. There are several languages, graphical diagrams, etc. to perform it,
but we apply those in which the time requirements are well captured. In this sense, goal oriented requirements engineering emerges as a natural choice.

The key activity in goal-oriented requirements engineering is the construction of the goal model. Goals are objectives the system under construction must achieve. Goal formulations thus refer to intended properties to be ensured. They are formulated at different levels of abstraction from high-level, strategic concerns to low-level technical concerns.

Goal models also allow analysts to capture and explore alternative refinements for a given goal. The resulting structure of the goal model is an AND-OR graph. The specific goal-oriented framework considered here is an extension of KAOS methodology [2, 5, 7, 19] which has a two-level language: (1) an outer semi-formal layer for capturing, structuring and presenting requirements engineering concepts; (2) an inner formal assertion layer for their precise definition and for reasoning about them.

Two key elements are used as building elements for the definition of a goal model: goals and requirements. A goal prescribes intended behaviors of the system. It may refer to services to be provided (functional goals) or to the quality of service (non-functional goals). A requirement is a leaf goal that requires the cooperation between different parties, which are called agents. Agents are active components that play a role in achieving goal satisfaction.

To Build Goal Models, goals are organized in an AND/OR refinement - abstraction hierarchy where higher-level goals are, in general, strategic, coarse-grained and involve multiple agents whereas lower-level goals are, in general, technical, fine-grained and involve fewer agents. In such structures, AND-refinement links relate a goal to a set of subgoals (called refinement) possibly conjoined with domain properties; this means that satisfying all subgoals in the refinement is a sufficient condition in the domain for satisfying the goal, as seen in Figure 2. OR-refinement links may relate a goal to a set of alternative refinements, as seen in Figure 3.

Requirements must be checked by the model checker. During the check process, if the system model does not satisfy a requirement then this requirement must be tested over the real system using the counterexample (see figure 1). Requirements are formalized in a real-time temporal logic that we have shown above. Keywords such as Achieve (reachability), Avoid (not safety), Maintain (safety), possibly always, inevitably and unbounded response, are used to name goals according to the temporal behavior pattern they prescribe. They are depicted in the goal model as follows:

<table>
<thead>
<tr>
<th>Temporal Behavior and Goal Model Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maintain (Safety) $A[\varphi]$</td>
</tr>
<tr>
<td>Achieve (Reachability) $E&lt;&gt;\varphi$</td>
</tr>
<tr>
<td>Possibly Always $E[\varphi]$</td>
</tr>
<tr>
<td>Inevitably $A&lt;&gt;\varphi$</td>
</tr>
<tr>
<td>Unbounded Response $\varphi \Rightarrow &gt;\psi$</td>
</tr>
</tbody>
</table>

Figure 4 shows a goal model fragment of an aircraft control system. The goal Maintain (safety) [SafeDoors] is refined by two OR-refinement links that inherit the safety behavior. The first leaf goal Maintain [DoorsLockedWhileMoving], may be annotated with the following temporal logic assertion stating that in every future state the plane doors shall be locked when the plane is moving. The [SafeDoors] formulation will be:

$$A[\varphi] (\text{Plane.Moving } \land \text{Doors.Locked})$$

The second leaf goal: Maintain Inevitably [DoorUnlockedWhenEmergency], may be annotated with the following temporal logic assertion stating that in every future state the plane doors shall be unlocked when emergency occurs:
The alternative refinement for the safety subgoal \([\text{No-PlaneCollisionOnTakeOff\&Landing}]\) which leads to totally different designs when refined: block-based design for \(\text{NoPlaneInSameRunway}\) and speed control design for \(\text{WorstCaseFlyToFlyDelayMaintained}\), whose definitions are, respectively:

\[
A[] \neg (\text{Runway.Occupied}) \text{ and } A[] \text{Runway.FlyToFlyClock} < \text{FlyToFlyDelay}
\]

The leaf goal \([\text{NoDelays}]\) specifies the intended behavior of "Possibly Always, the aircraft control does not suffer delays" which is defined by the formula:

\[
E[] \neg (\text{AircraftControlSystem.Delay})
\]

The temporal behavior for plane progression is specified by the Achieve (reachability) subgoal \([\text{PlaneProgress}]\) which is refined by two subgoals that inherit the achieve behavior: \([\text{Land\&TakeOffWhenSignal}]\) and \([\text{SignalSetGo}]\) defined by

\[
E <> \text{(Plane.LandorPlane.TakeOff)} \wedge \text{Signal.Go}
\]

and

\[
E <> \text{Plane.Ready} \rightarrow \text{Signal.Go}
\]

Goals refer to objects or entities which may be incrementally designed from goal specifications to produce a structural model of the system that is specified as an automata. Objects have states defined by the values of their attributes and associations to other objects. In the above formalization of the goal \(\text{DoorsLockedWhileMoving}\), Moving and doorsState are attributes of the Train and doors entities that will be declared in the system design.

**Figure 4. Portion of a goal graph for an aircraft control system**

\[
A <> \text{Plane.Emergency} \land \text{Doors.Unlocked.}
\]

Our example is based on the Global System for Mobile communications (GSM) and centred on two components of the GSM cell architecture, Mobile Stations and Base Station Subsystem. A GSM is composed of several functional entities, whose functions and interfaces are specified in Figure 5.

**Mobile Station**, MS for short, consists of the mobile equipment (the terminal) and a smart card called the Subscriber Identity Module (SIM). The SIM provides personal mobility, so that the user can have access to subscribed services irrespective of a specific terminal. By inserting the
SIM card into another GSM terminal, the user is able to receive calls at that terminal, make calls from that terminal, and receive other subscribed services.

The mobile equipment is uniquely identified by the International Mobile Equipment Identity (IMEI). The SIM card contains the International Mobile Subscriber Identity (IMSI) used to identify the subscriber to the system, a secret key for authentication, and other information. The IMEI and the IMSI are independent, thereby allowing personal mobility. The SIM card may be protected against unauthorized use by a password or personal identity number.

The Base Station Subsystem, BSS for short, is composed of two parts, the Base Transceiver Station (BTS) and the Base Station Controller (BSC). These communicate across the standardized Abis interface, allowing (as in the rest of the system) the operation between components made by different suppliers.

The Base Transceiver Station houses the radio transceivers that define a cell and handles the radio-link protocols with the Mobile Station. In a large urban area, there will potentially be a large number of BTSs deployed; thus the requirements for a BTS are ruggedness, reliability, portability and minimum cost.

The Base Station Controller manages the radio resources for one or more BTSs. This includes radio-channel setup, frequency hopping and handovers, as described below. The BSC is the connection between the mobile station and the Mobile service Switching Center (MSC).

4.1 Timed Automata Specification

This automata specification deals with the relationship between MS and BTS components. It captures the behavior of a data transmission from a BTS component to a MS component. This transmission process often has time restrictions that determine the time interval within which the communication is available. Figures 6 and 7 depict the automata that captures the MS and BTS behaviors, respectively. Figure 6 captures the MS behavior that consists of three states interconnected by transitions that define the communication protocol with a BTS partner. Figure 7 is the specification automaton of a BTS component that consists of two states interconnected also by several transitions.

Basically, the example shows a MS component that is waiting to receive an attach message from a BTS component. Once the MS has received this message, it is ready to receive a data transmission from this BTS component. If no data from the BTS is received within 1000 milliseconds then the MS changes its state to StandBy. Furthermore, if no data is incoming in another interval of 1000 milliseconds then the MS changes to idle and the process starts again. The BTS automaton may transmit by using the transmit message or finishes the transmission by using the detach message and then the BTS and MS automata changes to idle at the same time.

An important tool for capturing the temporal behavior is the clocks, and in this example, we have used two clocks, x and y. These clocks are used in guards, invariants and assignments. Guards are placed on transitions, and determines when a transition is enabled. For instance, we can observe in our example the guard in the transition that connects the “StandBy” and “Idle” states of the MS automaton in figure 6. This guard enables the transition when the x clock reaches 2000 time units. Invariants are placed on states and specify the time that it is possible to stay in this state. Assignments are placed on transitions and modify either a variable or a clock when the transition is made. We also can observe an assignment in the transition between the “Idle” and “Transmitting” states in the BSS automaton in figure 7. This assignment sets the clock x when the transition is carried out.

The channels are other components of our automata and
also a key component to specify communications. For instance, in this case we have used three channels attach: transmit and detach. The symbols “!” and “?” which are placed after channels, determine that the channel is being used to synchronize two automata. The synchronization party that uses the “!” symbol is the one that initialize the communication and the one marked with “?” symbol receives the communication. Note that the communication must be established by using the same channel and no other. Thus the communication is performed when a pair of “!” and “?” symbols appear over the same channel.

4.2 Testing time requirements

Figure 8 depicts the goal model for the time requirements that our example must satisfy. The root goal [CorrectCell-System4GSM] is divided in two subgoals by using an AND-refinement. The first subgoal is [PropperBTSBehavior] and the second one is [PropperMSBehavior].

The [PropperBTSBehavior] subgoal has the temporal character of a maintain goal, which implies that it must always be satisfied. This subgoal consists of an OR-refinement with an other two leaf goals [BTSTransmitsWithinTheInterval] and [BTSNoTransmitsOutOfTheInterval], which inherit the maintain character from [PropperBTSBehavior]. Note that the OR-refinement stipulate that it is enough if only one of these leaf goals is satisfied in order to satisfy the super goal [PropperBTSBehavior].

The [BTSTransmitsWithinTheInterval] leaf goal specifies that the temporal property of the BTS component always transmits data within the interval of 2000 milliseconds and is specified as follows:

$$\forall \Box (BTS.Transmit \Rightarrow BTS.y <= 2000)$$ (1)

The [BTSIdleOutOfTheInterval] leaf goal specifies that the temporal property of the BTS component is idle (or does not transmits data) out the interval of 2000 milliseconds and is specified as follows:

$$\forall \Box (BTS.y > 2000 \Rightarrow BTS.Idle)$$ (2)

The [PropperMSBehavior] subgoal has the temporal character of an achieve goal and consists of an AND-refinement in two subgoals [PropperMSReception] and [PropperMSStops] that inherit the achieve character. The [PropperMSReception] subgoal is divided by an AND-refinement in two leaf goals with an unbounded response character that are labeled as [MSWillBeReadyOnTime] and [MSStandByForTheInterval]. The [PropperMSStops] consists of an AND-refinement with two unbounded response characterized leaf goals named [MSStopsWhenDetach] and [MSStopsWhenNoData].

The [MSWillBeReadyOnTime] leaf goal states that the property of the MS will be ready on time to receive data from a BTS component and is specified as follows:

$$MS.Idle \rightarrow ((MS.Ready \land MS.x <= 1000) \lor MS.Idle)$$ (3)

The [MSStandByForTheInterval] leaf goal states that the property of the MS will stay in the Stand By state during 1000milliseconds if no data is transmitted and is specified as follows:

$$MS.Ready \rightarrow ((MS.StandBy \land MS.x >= 1000 \land MS.x <= 2000) \lor MS.Idle \lor MS.Ready)$$ (4)

The [MSStopsWhenDetach] leaf goal states that the property of the MS will stop when receives the detach message and is specified as follows:

$$MS.Ready \rightarrow ((MS.Idle \land MS.x > 1000) \lor MS.Ready \lor MS.StandBy)$$ (5)

The [MSStopsWhenNoData] leaf goal defines the property of the MS will be ready on time to receive data from a BTS component and is specified as follows:

$$MS.StandBy \rightarrow ((MS.Idle \land MS.x >= 2000) \lor MS.StandBy)$$ (6)

After the specification of these six leaf goals, they must be tested in the timed automata that we have seen in Figures
6 and 7. To test the automata we use the model checker UPPAAL and the output is “The five first properties 1, 2, 3, 4 and 5 that represent some leaf goals of the goal model depicted in figure 8 are satisfied by the automata. On the other hand, the last one, 6, is not satisfied”. By analyzing this last property the counterexample that UPPAAL provides shows that the error is found when the Mobile Station component waits in the state Stand By for more than 2000 milliseconds and then a deadlock occurs in the model. As an illustration of this analysis Figure 9 shows the trace of this counterexample generated by UPPAAL.

This conclusion shows us which there are errors in our system model. Thus, this last property 6 is a good test must be checked in the real GSM scenario.

5 Conclusions and Future Work

The use of model checking in the test generation provides the testing of software and hardware with a powerful tool that minimizes its cost. One key point, in this sense, is the automatic generation of counterexamples helpful for testing real systems. In addition, it allows us to minimize the temporal cost of an extensive testing so that the time to make a complete test over the real system is greater than over the system model.

Furthermore, the use of goal-oriented requirement engineering during the specification of properties provides us with an easy way of establishing the requirements that the system must satisfy. It allows us to easily establish that they are the properties to be checked by the verification software.

Thus intertwining these two techniques, model checking and goal-oriented requirement engineering, enhances the software and hardware testing by introducing to it mathematical rigor and a proper requirements description, respectively.

As future work, we are working on the application of these techniques to other fields like Web Services in the Internet application world as mentioned in [10] and [9].
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Abstract

We present in this paper a new approach for the automatic verification and performance analysis of SysML activity diagrams. Since timeliness is important in the design and analysis of real-time systems, we annotate activity diagrams with time constraints. In order to apply the model checking technique, we use discrete-time Markov chains (DTMC) as a semantic interpretation of such SysML models wherein communication is restricted to synchronization. Thus, we describe a mapping procedure of SysML activity diagrams to their corresponding DTMC and use PRISM model checker for the assessment and evaluation of performance characteristics. Finally, we apply our methodology on a real-life case study meant to assess a systems engineering behavioral model of a photo-camera device.

1 Introduction and Motivations

Systems engineering (SE) has tremendously evolved over the last decades in order to handle increasingly complex systems. Many of the modern systems represent an aggregation of other sub-systems and components each of which might have different expected though not exactly determined characteristics and features. To enable a successful model-driven approach to SE design and development process, the standardization body of OMG has officially released the System Modeling Language (SysML) specification [10]. Based on UML 2.0 but extending and adapting it to fit SE modeling requirements, SysML is expected to have an auspicious future as a standard SE modeling language. One of the main objectives of SE is the realization of successful systems [13]. Thus, verification and validation (V&V) represents an important process that aims at the assessment of the quality of the engineered system and its compliance with the requirements. Particularly, V&V of design models enables the reduction of the risk involved in the engineering of complex systems by allowing the early discovery of faults in the system before actually implementing it. As today’s systems are increasingly complex and may tend to exhibit features such as concurrency and probabilistic behavior, traditional V&V techniques (e.g. simulation) are hardly sufficient to enable a complete and rigorous assessment. Consequently, there is an apparent need for handling and verifying aspects such as timeliness and probabilistic behavior. Though some of these issues have been heretofore addressed in the context of software engineering [2, 3, 15, 16], to the best of our knowledge, no such initiatives are targeting SE design models expressed in SysML.

SysML activity diagram is particularly relevant to SE due to its suitability for functional flow modeling commonly used by systems engineers [4]. In fact, it is similar to the Extended Functional Flow Block Diagrams (EFF-BDs) [5]. SysML specification has redefined and widely extended activity diagrams using UML profiling mechanism. The main extensions concern the support of continuous and probabilistic systems modeling. SysML activity is used to highlight the inputs, the outputs, sequences, and conditions for coordinating behaviors in the system [10]. Particularly, these behaviors may require time duration to execute and terminate. Thus, we need to specify such constraints in order to perform quantitative analysis and verify time-related properties, especially for real-time systems (e.g. industrial manufacturing control, robotics, and various embedded systems) many of which need to be engineered under strict functional performance requirements.

However, annotation of time constraints on top of SysML activity diagrams is not clearly defined in the standard [10]. The only existing extension with performance and time aspects can be found in the UML Profile for
Schedulability, Performance, and Time (SPT) [9] adopted for UML 1.4. Nevertheless, SysML did not import the SPT profile and in order to adopt it one should upgrade it accordingly. In fact, SysML specification [10] gives a mere recommendation to use the simple time model defined in [11] to annotate activity diagrams. This model is a UML 2.x sub-package related to the CommonBehavior package and allows the specification of time constraints (e.g., interval of time and duration) on sequence diagrams. However, the way to apply it on activity diagrams is not specified. Consequently, we propose in this paper an appropriate and straightforward time annotation, similar to the simple time model. The proposed notation allows us to specify duration variability with respect to action termination.

In this paper we address performance analysis of systems design described as SysML activity diagrams, using the Probabilistic Symbolic Model checker (PRISM) [12] developed at the University of Birmingham. PRISM addresses the assessment of probabilistic systems such as probabilistic communication protocols, security related systems, etc. In the reminder of this paper we discuss the related work in Section 2 and present the proposed SysML activity diagram time annotation in Section 3. Thereafter, Section 4 is dedicated to the description of our approach. Furthermore, we present in Section 5 the mapping procedure from a given activity diagram to its corresponding DTMC model. Subsequently, we present a real-life SE case study and show the assessment results in Section 6. Finally, we conclude with some summarizing remarks and future work.

2 Related Work

Presently, there are no initiatives on the verification and performance analysis of SysML models. This work aims at analyzing SysML activity diagrams annotated with time constraints in order to carry out requirement verification and performance analysis. While there are plenty of initiatives on verification as well as performance analysis of UML 1.x diagrams that essentially target software engineering, they are less relevant with respect to the scope of our work. Nevertheless, as SysML has its roots in UML 2.x, it is worthwhile to review some of the related work.

In [3], the authors are investigating software performance for UML 1.x models in conjunction with the SPT profile [9] that is used to annotate use case, activity, and deployment diagrams. The approach is based on deriving Queuing Networks models from the annotated diagrams. These models are used for performance prediction at the software architecture level. However, this work is suitable for software engineering rather than systems engineering. Trowitzsch et al. present in [15] the derivation of Stochastic Petri Nets (SPNs) from UML models for the purpose of Real-Time Systems (RTS) performance evaluation. The TimeNET (Timed Net Evaluation Tool) tool is proposed to support the quantitative analysis. The SPT UML profile is also considered for the design of RTS focusing on annotated real-time state machine diagrams and using an example to detail the proposed methodology. In [6], Canivet et al. propose the analysis of UML 2.0 activity diagrams in the context of software performance analysis using the Performance Evaluation Process Algebra (PEPA) net models. The authors are detailing the mapping from UML activity diagrams to their corresponding PEPA net models. In order to apply performance analysis, these models are used to generate the corresponding continuous-time Markov chain (CTMC) model wherein an exponential delay is associated with each corresponding activity node.

An interval based annotation for UML 1.x activity diagram has been proposed in [16]. However, in contrast to this work, we express time execution constraints for the termination of the actions within the annotated intervals according to a probability distribution.

3 Time-Annotated SysML Activity Diagrams

In this section we present SysML activity diagrams with a particular emphasis on the probability extension as specified by the standard. Furthermore, we describe the considered time constraint annotation.

SysML activity diagram is meant to describe control flow and dataflow dependencies among the functions/processes defined by the system. Figure 1 shows an example of a SysML activity diagram for a digital camera system that we consider as case study. SysML extends activity diagrams with probabilities. This feature can be used in two ways: on edges outgoing from decision nodes and as an extension to output parameter sets (the set of outgoing edges that hold data output from an action node) [10]. According to SysML specification, probabilities on edges express the likelihood that a value stemming from a decision node or object node will traverse an edge, whereas probabilities on output parameter sets express the likelihood that values will be output on a parameter set. In this paper, we only consider probabilities on edges leaving a decision node. Figure 1 illustrates the probability notation on outgoing edges from the decision node testing the guard charged. Its semantics states that there is a likelihood of 0.7 that the outcome of the decision node will be (charged = false) and the corresponding edge is traversed. The probabilities of the transitions emanating from the same decision node have to sum up to unity.

Generally, the execution time of a behavior depends on different parameters such as resource availability and rates of incoming dataflows. This may lead to a variable termination time of a behavior. Thus, we use a time annotation that shows this feature on the actions in the activity diagram. For
instance, an action may terminate within a bounded time interval. Hence, a probability distribution for terminating an action can be established with respect to the corresponding execution time interval. Consequently, we may have different time termination values according to the chosen probability distribution. Moreover, from the performance analysis point of view, the assessment of a model with respect to the time duration of its critical activities represents a strong point of interest. In the following, we propose a time annotation on top of the action nodes that is suitable for discrete-time modeling.

We denote by $TimeExp \subset \mathbb{N}$ the set of value specifications of time, where each value is expressed as a multiple of a time unit and $\mathbb{N}$ is the set of natural numbers. We consider a time reference maintained by a global clock $C$ on which all the time values are evaluated. When an activity diagram starts, the clock $C$ is reset to zero value. We denote by activation time the duration of time wherein the action node is active. We consider also that a transition taken on an activity edge is timeless. Thus, an action node is annotated with a time interval $I = [a, b]$, where $a, b \in TimeExp$ are evaluated relatively to the start of the activation time of the corresponding action. Time value $a$ represents the earliest time for the execution completion and $b$ is the latest. However, some actions may need a fixed time value to complete execution, i.e. $a = b$ and in that case, only a time value is shown. Some actions may not have time annotation in the case where their activation time is negligible compared to other actions. As depicted in Figure 1, the action TurnON requires exactly 2 units of time to terminate; Action AutoFocus terminates within the interval $[2, 3]$; The action TakePicture execution time is negligible.

For convenience, we assume that there is an equal probability that an action terminates anytime within the interval $I$. At this point, although we consider hereafter a discrete equiprobable distribution, this has no restrictive impact with respect to our approach.

### 4 Approach

We present in this section our approach for the automatic verification and performance analysis of SysML activity diagrams that we extended with time constraints. Figure 2 illustrates the underlying procedure.

The approach consists in mapping the studied activity diagram to its corresponding DTMC representation. Then, the resulting model is encoded into the Probabilistic Symbolic Model Checker (PRISM) input language [12]. PRISM supports three types of probabilistic models: Discrete-Time Markov Chains (DTMC), Continuous-Time Markov Chains (CTMC), and Markov Decision Process (MDP). Since our main objective is to capture the dynamics of activity diagrams into a compact computable model, we found that the
DTMC model provides a suitable semantic interpretation for this type of diagram because it can model coordination of behavior, actions execution duration, synchronizations as well as probabilistic path selection as captured by activity diagrams. Moreover, DTMC is a discrete-time transition system with discrete probability distributions that is lightweight compared to the other probabilistic models supported by PRISM. Relating to the other probabilistic models supported by PRISM, CTMC can be conceived as DTMC with an infinitesimally small time step, whereas MDP is extending DTMC with non-determinism [12]. Formally, according to [14], a DTMC is a tuple \( \mathcal{D} = (S, \pi, \mathbf{P}) \) where \( S \) is a finite set of states, \( \pi \in S \) is the initial state, and \( \mathbf{P} : S \times S \to [0, 1] \) is a transition probability matrix, such that: \( \sum_{s' \in S} P(s, s') = 1 \) for all \( s \in S \) where \( P(s, s') \) is the probability of making a transition from a state \( s \) to a state \( s' \).

We employ the capability of PRISM to determine the actual value of the probability for a given behavior occurrence, probabilities for best/worst cases as well as probabilities with parameterized ranges of model properties and accordingly perform quantitative analysis on the design model. Moreover, since the counter example generation feature is not supported yet, we use the state space computed by PRISM to construct the reachability graph of the model in order to graphically explore its behavior.

5 Mapping SysML Activity to DTMC

PRISM language is based on reactive modules [1], where each module represents a system component. The modules are composed in parallel and contain variables as well as commands labeled with actions for synchronization between modules, hidden actions, guards and probabilities. The first step in transforming SysML activity to DTMC consists in identifying different communicating modules corresponding to the synchronizing threads in the diagram.

In order to be able to delimit the existing individual threads, we have to explore the different flows of the activity diagram. Forks and joins are special constructs that represent respectively spawning and synchronization points. In fact, at each fork, there are as many new threads as outgoing edges and at each join, there is a waiting point for all the incoming threads to synchronize. Accordingly, we allocate a module for each identified thread. However, there are special cases where some paths are intersecting with each other. In that case, we chose to merge the corresponding modules. Also, when a thread reaches a join construct, it synchronizes with others and terminates, the corresponding module can be reused to contain another subsequent thread. This is done for the sake of optimizing the PRISM code in order to keep it easily manageable. Algorithm 1 presents the generic procedure for converting an activity diagram into its corresponding DTMC. The synchronization mechanism among the modules allows for two or more concurrent activity flows or execution threads to “experience” the same passage of time with respect to the time constraints that may be specified for each of them. Consequently, each thread has its own clock variable that is used to track the passage of time in the current state of the thread. The dynamics of the model ensures that all the clock variables are updated (advanced or reset) synchronously. Thus, the clock variable of each thread is advanced as a result of a self transition to its current state or reset whenever the current state is left and another one is entered. Furthermore, whenever the clock variable of a thread falls within the time constraint interval of the current state, this means that the control can either remain in the current state or be transferred to another state that can be reached by a transition from the current state. This amounts to the use of a probability distribution based on which the thread will remain in the current state or exit it. Though the choice for such a distribution may depend on the actual system being modeled, by default we use a uniform distribution over the time constraint interval.

6 Case Study

In this section, we present a relevant case study involving a systems engineering product for which a SysML activity diagram with time constraints is analyzed. The system represents a hypothetical model of a digital photo-camera while the given activity diagram is meant to capture the functional aspect of taking a picture as depicted by Figure 1. Furthermore, the presented activity diagram is intentionally not very laborious as to serve its didactic purpose. However, as it will become apparent later, a simple model does not preclude a highly dynamic behavior. Later, we present
properties that aim to measure and verify certain performance characteristics exhibited by the activity diagram.

For our example, the selection of an appropriate unit of time from the sequencing and performance perspectives has to be relevant for the user of the product. Accordingly, the activity diagram nodes that may require one or more units of time to complete are augmented with a corresponding value of interval that denotes the expected time to completion. In contrast, the activity nodes that take less than one unit of time to complete have no such augmentation.

The process captured by our activity diagram example starts by turning on the camera (TurnOn). Subsequently, two threads are spawned. The first one commences by auto focusing (AutoFocus) followed by a decision point that checks whether the memory is full (memFull guard) or not. In the latter case (memFull = false), a second decision point is reached, where depending on the ambient lighting conditions (sunny or not) taking a picture (TakePicture) is executed. TakePicture may be reached either directly (sunny = true) or after synchronizing with the second thread (sunny = false). Thereafter, the picture is stored in the memory (WriteMem). The second thread begins by checking whether the flash is charged or not. If not, the control is transferred to charging the flash (ChargeFlash). Subsequently or if the flash is already charged, the second thread awaits for the first thread in order to synchronize (join node). After synchronization, the flashing is triggered (Flash). The activity diagram execution is ended with turning off the camera (TurnOff).

To assess the activity diagram of the digital camera, we generated the corresponding DTMC according to the procedure depicted in Algorithm 1 and encoded it into PRISM model checker input language as shown in Figure 3. The corresponding reachability graph, derived from the state and transition matrices computed by PRISM version 3.0, is presented in Figure 4. As illustrated, each edge of the reachability graph is annotated with its corresponding probability of selection. Furthermore, the graph shows a highly dynamic behavior resulting from the concurrency of the threads in the activity diagram in conjunction with the overlapping completion intervals of various activity nodes.

For the specification of the properties involved in the quantitative analysis, PRISM incorporates two property specification languages: Probabilistic Computation Tree Logic (PCTL) and Continuous Stochastic Logic (CSL). PCTL is used with DTMC and MDP models, whereas CSL is used with CTMC. Since we are interested in DTMC model, we briefly remind the PCTL syntax. PCTL [7] is an extension of CTL [8] mainly with probability operator. According to [7] its syntax is as follows:

\[
\phi ::= \text{true} \mid a \mid \neg \phi \mid \phi \land \psi \mid \mathcal{P}\mathcal{C}\mathcal{T}\mathcal{L}[\psi] \\
\psi ::= \phi_1 \mathcal{U} \phi_2 \mid \phi_1 \mathcal{U}_t \phi_2 \mid X^a \phi
\]

where \(a\) is an atomic proposition, \(t \in \mathbb{N}, p \in [0,1] \subset \mathbb{R}\), and \(\infty \in \{>, \geq, <, \leq\}\). PCTL formulas are of two types, state \((\phi)\) and path \((\psi)\). The former is evaluated over a state and the latter over a path. For example, a state \(s\) of the DTMC satisfies the formula \(P_{\geq p}[^s\psi]\) if the probability of taking a path from \(s\) satisfying \(\psi\) is in the interval defined by \(\infty \geq p\).

In the following, we present the results obtained by verifying a number of interesting properties expressed in the syntax of the temporal logic defined by PRISM and based on PCTL. This highlights the benefits of assessing probabilistic behavior in the presence of time constraints.

The first property (1) states that the probability to take a picture after turning on the camera should be 0.75 or greater. It is expressed in PRISM as follows:

\[
\text{TurnOn} \Rightarrow P \geq 0.75 \left[ \text{true U TakePicture} \right] \tag{1}
\]

When analyzing this property over the DTMC of the activity diagram, PRISM reported that it turns out to be satisfied. This reflects that the model meets the minimum required level of reliability. The second property (2) is building on the previous one and aims to check whether in the case of poor lighting conditions, the probability of taking a picture using the flash after turning on the camera is at least 0.5. It is expressed in PRISM as follows:

\[
\text{TurnOn} \Rightarrow P \geq 0.5 \left[ \text{true U sunny \& TakePicture \& Flash} \right] \tag{2}
\]

Though the model checker determined that the property fails for a probability value greater than or equal to 0.5, it passes for a value less than or equal to 0.48. The actual probability can be determined by using a specific PRISM construct that queries for the probability value (3). This illustrates the feature of probability quantitative measurement provided by PRISM. The formula is as follows:

\[
P = ? \left[ \text{true U sunny \& TakePicture \& Flash} \{\text{TurnOn}\} \right] \tag{3}
\]

Apart from the foregoing properties that concern the probability of reaching a particular situation, we also consider time-bounded reachability property verification which consists in measuring the probability of reaching a certain situation within a time bound. For instance, we have the property (4) measuring the probability of taking a picture using the flash within 6 units of time after turning on the camera. One can note that 2 supplementary units of time are added in the property formula. The reason behind this is due to the fact that when reaching a synchronization point (join node), each thread needs to enter a waiting state wherein it awaits for the other synchronizing threads to complete their respective activities. When all the synchronizing threads reach the synchronization point, they require one unit of...
Figure 3. PRISM code for the Digital Camera Activity Diagram Example
Figure 4. Reachability Graph of the Digital Camera Activity Diagram Example
time to leave their waiting states and one unit of time to perform the synchronization and proceed further. Thus, for this kind of properties involving synchronizing threads, one has to take this fact into account. In our example depicted in Figure 3, only modules t2 and t3 are synchronizing.

\[
P = \mathbb{P} \left[ \text{true } U \leq 6 + 2 \text{TakePicture } \land \text{Flash } \{\text{TurnOn } \land t_1.ck = 0\} \right]
\]  

(4)

The corresponding results indicate a severe performance issue for the considered time constraint requirement since the computed value of the probability is 0.072. This means that the likelihood to take a picture within 6 units of time is less than 1/10. Nevertheless, considering the fact that charging the flash may take a significant amount of the 6 unit of time, the obtained result reflects either a bad design or that this particular performance requirement is not mandatory but rather optional. However, the model checker has determined higher probability values for more relaxed time constraints. Thus, a value of 0.144 was identified for a time interval of 7 units, 0.312 for 8 units and 0.48 for 9 units.

7 Conclusion and Future Work

In this paper, we presented a new approach for the automatic verification and performance analysis of SysML activity diagrams. We introduced time constraint annotation to enable the specification of execution duration on actions and support the performance assessment of the model. The proposed methodology is based on mapping SysML activity diagrams to their corresponding DTMC models according to a transformation procedure that we devised. Then, the resulting DTMC is encoded into the PRISM model checker input language for qualitative and quantitative analysis. To demonstrate the feasibility of our methodology, we also presented a relevant case study concerning the performance assessment of a SE design capturing the functional aspect in a SysML activity diagram annotated with time constraints and probability artifacts.

As future work, we intend to further investigate the presented procedure for mapping activity diagrams to DTMC models in order to determine the critical time-constrained path. Moreover, this can support an automated back annotation of the analyzed SysML activity diagram as a performance assessment feedback. Furthermore, the proposed approach may be extended to handle multiple activity diagrams. This might be done by a preliminary step wherein the diagrams to be analyzed will be composed into a single one according to their dependence.
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Abstract

This paper presents a system level methodology for modeling, and analyzing the performance of system-on-chip (SOC) processors. The solution adopted focuses on minimizing assessment time by modeling processors behavior only in terms of the performance metrics of interest. Formally, the desired behavior is captured through a C/C++ executable model, which uses finite state machines (FSM) as the underlying model of computation (MOC). To illustrate and validate our methodology we applied it to the design of a 16-bit reduced instruction set (RISC) processor. The performance metrics used to assess the quality of the design considered are power consumption and execution time. However, the methodology can be extended to any performance metric. The results obtained demonstrate the robustness of the proposed method both in terms of assessment time and accuracy.

1. Introduction

In recent years, the increasing complexity of computing system applications, the very large scale of integration (VLSI) of transistors on silicon, and the consistent strive to reduce time-to-market and costs have resulted in a substantial change in the way that systems are designed, analyzed, and verified. In this context, system-on-chip (SOC) designs have become one of industry’s most common practices [1]. SOC designs are composed by a collection of heterogeneous components such as processors, memory hierarchy, communication buses, application specific hardware functions, peripheral control devices, and millions of lines of software [2],[3]. Often the software design effort associated with an SOC is larger than the hardware design effort [4].

The work presented in this paper addresses the problem of assessing SOC processors and the associated application software by introducing an estimation technique in which power consumption and execution time are obtained through the execution of high level abstraction models. The distinguishing benefits of using executable models that support high-level abstract descriptions are: 1) performance estimation can be performed much earlier in the design process (i.e., when design decisions have the biggest impact on performance), and 2) time required to explore different design tradeoffs is much shorter.

Raising the level of abstraction (i.e., reducing the level of detail used to model a system) is widely seen as the only viable solution to cope with the complexity of today’s SOC designs [5]. The current trend is for designers to model systems using different levels of abstraction depending on the design step being considered. Since, raising the level of abstraction implies trading off accuracy for efficiency, as design evolves the system description is usually refined with more accurate and detailed information. This allows for different design concerns to be addressed and solved and design reuse facilitated.

The rest of this paper is organized as follows. Section 2 introduces the basic tenets on which our methodology is based. Section 3 discusses the general design and implementation of our methodology. Section 4 demonstrates the viability of our approach by applying it to a design example consisting of a 16-bit processor produced by Infineon Technologies [6]. Section 5 discusses the results obtained and compares them with direct physical measurements. Finally, Section 6 summarizes the results of our work and provides conclusions.
2. Background

Extensive research has been conducted on the problem of assessing SOC processors performance and several interesting solutions have been proposed. In general, designers can estimate the performance of any system at four different abstraction levels [8]:

- **Circuit-level** approaches simulate the design at the transistor or switch level. The execution time is too high. It would require weeks to simulate an average SOC processor.
- **Logic-level** techniques simulate the design at the logic-gate level. Logic-level approaches execute orders of magnitude faster than circuit-level approaches but at the expense of accuracy.
- **Register-transfer-level** approaches simulate the design at the functional level using Hardware Description Languages (HDL). They have satisfactory accuracy (5-10 percent of gate level estimates), but their computational time, while orders of magnitude smaller than logic-level approaches, is still too slow when applied to large designs.
- **System-level** approaches estimate performance based on simple high-level descriptions of the system’s behavior and its intended application.

Different estimation techniques are best suited to different parts of a design or different stages in the design cycle. For example, at the early stage of the design cycle, the detailed internal structure knowledge required for modeling a processor at the circuit-level, logic-level, or register-transfer-level (RTL) may not be available at all, or intellectual properties (IP) providers may not want to disclose it.

Designing an SOC processor requires many capabilities: 1) describing the interaction between the design and the external environment, 2) describing the design architecture, 3) modeling the behavior of hardware and software components forming the design, 4) describing design constraints and requirements, 5) describing the test scenarios used to simulate the design, and 6) defining a set of gauges to measure the performance metrics of interest during simulation execution. In order to capture all these aspects of a system behavior we can rely on many different mathematical MOC. Some examples of commonly used MOC include finite state machines, data flow process networks, discrete event models, and Petri nets [9][10]. Since a MOC is just a conceptual notion, we need a language to capture that concept in a concrete form. In practice certain languages may be better than other at capturing different MOC, thus the complexity of modeling a design is also determined by the semantic and syntax of the language adopted. In general, a system-level design language requires two essential attributes: 1) it should support modeling at all levels of abstraction, from purely behavioral un-timed models to cycle accurate RTL models, and 2) the models should be executable and simulatable, so that functionality, performance and constraints can be validated [11].

In our approach we decided to use finite state machines as MOC and SystemC as implementation platform. Formally, a finite state machine is a 6-uple \((I, X, O, \xi, \omega, x_0)\), where:

- \(I\) is a finite set of inputs: \(I = \{i_1, i_2, ..., i_n\}\)
- \(X\) is a finite set of internal states \(X = \{x_1, x_2, ..., x_m\}\)
- \(O\) is a finite set of outputs \(O = \{o_1, o_2, ..., o_k\}\)
- \(\xi\) is a next state transition function \(\xi : I \times X \rightarrow X\)
- \(\omega\) is an output function \(\omega : I \times X \rightarrow O\)
- \(x_0\) is the initial state, \(x_0 \in X\)

SystemC is a modeling platform based on C++, and it consists of a C++ compiler, C++ class libraries and a simulation kernel. SystemC provides a unified framework for modeling both hardware and C/C++ software. The class libraries support hardware modeling at different abstraction levels including untimed functional level, transaction level, and cycle-accurate register transfer level. Besides, providing a common high-level language, for modeling, analyzing and simulating a design, SystemC can be also linked to commercial tools for hardware synthesis, such as Synopsys’ design compiler [12]. Detailed information on the syntax and semantics of SystemC are available in reference [13].

3. Performance Assessment Framework

The objective of this work is to develop a framework to assess power consumption and execution time of SOC processors. Given the diversity
of today’s applications, searching for a processor that optimally satisfies the application’s requirements and constraints it involves exploring a very large number of design alternatives. To evaluate performance, we cannot afford to synthesize and simulate at the cycle level every possible design alternative. It is imperative to estimate performance as rapidly as possible, and as early as possible in the design cycle. In order to address this problem we propose an estimation technique that derives time and power consumption from the execution of high level models rather than relying on gate- or transistor-level characterizations. To that end, the use of a high level language (e.g., C/C++) not only simplifies the modeling task, but it also maintains computation time within feasible ranges [14].

Given an application program execution trace, the approach proposed computes the energy and time that each executed instruction consumes. Both time and energy consumption depends on the specific instruction being executed as well as on previously executed instructions and on the data on which the instruction operates. Figure 1 illustrates the basic structure of our framework for estimating execution time and power consumption of an SOC processor. The framework functions as a wrapper around the processor modeling elements. Each processor has associated a simulation model, a monitor, and an analyzer. The monitor observes the model’s execution and probes the data needed to characterize the component’s behavior. The analyzer then computes the performance indices of interest. Our framework generalizes and extends to execution time the scheme developed in [8] and [15]. In our view, a component’s behavior can be seen as the execution of a sequence of instructions, in which the term “instruction” is synonymous with “action” and it is not necessarily atomic, therefore it does not necessarily map with one of the processor instructions.

The framework consists of four steps that lead to an estimate of power consumption and execution time:

- **translating** processor’s functionality to a set of primitive instructions,
- **simulating** the application program,
- **mapping** the instructions requested by the application program into abstract functional units, and
- **computing** aggregate power consumption and execution time.

![Fig. 1. Performance Assessment Framework for SOC Processors](image)
instructions can lead to greater accuracy, but it requires a longer simulation time than having fewer coarse-grained instructions.

The second step involves simulating the application program and extracting a trace file for the processor. A trace is the sequence of instructions/data items a component executes during its simulation. The aim is to estimate the component’s switching activity.

The third step consists of mapping the instructions requested by the various tasks performed by the component into abstract functional units that are used to estimate complexity—that is, gate count and timing delay. Given switching activity and complexity, the framework can compute the component’s power per instruction and execution time per instruction.

The fourth step involves computing the power consumption and execution time for the entire application executed on the processor.

The performance analyzer module shown in Fig. 1 embodies the analytical expressions needed to compute power and execution time consumed by the processor.

The input to the estimation flow is the application program which feed into the application profiler for the target processor. The primary output of the application profiler is the program trace. In addition, the profiler maintains detailed statistics of the processor’s internal activity (e.g., fetches, stalls, instruction execution frequency, and internal register accesses).

4. A Design Example

To illustrate and validate the proposed approach we applied it to the design of a 16-bit processor produced by Infineon Technologies. To compute execution time and power per cycle of each processor’s instruction we employed Infineon’s 0.25µm CMOS technology. We estimated the average capacitance and propagation delay of combinational cells and sequential cells separately, and stored the resulting values in a look-up table to facilitate access during model execution.

The left-hand side of Fig. 1 shows the implementation details. The design explorer analyzes the functional units forming the processor, estimates their complexity (total capacitance and propagation delay) based on the target technology, and evaluates each unit’s power consumption and execution time.

The processor operates at 40 MHz clock cycle, and it optimizes instruction throughput using a 5-stage execution pipeline architecture. As shown in Fig. 2, the processor consists of eight main functional units: an instruction fetch unit (IFU), an address and data generation unit (ADU), a 5-stage instruction execution pipeline (IPIP), an injection/exception handler, an arithmetic and logic unit (ALU), a multiply and accumulate unit (MAC), a register file (RF), and a write-back buffer (WB).

![Fig. 2. Infineon’s C166SV2 processor: main functional units](image)
5. Results

In order to validate the accuracy of our proposed method, we simulated the execution on the processor of ten different application programs and compared the results obtained with those obtained taking direct measurement of execution time and absorbed current. Having defined performance as the product between power consumption and execution time we obtain that the accuracy of our method is within 10% and the average error is 7.64%. Compared to gate level estimation our approach achieves a speedup of three orders of magnitude. Although, the methodology focuses on power consumption and execution time, its generality makes it extendable to any performance metric. Future work includes testing the approach with more complex application programs and on different processors. The aim is to better evaluate the scalability of the approach.

6. Conclusions and Future Work

In this paper we have presented a system level framework for assessing power consumption and execution time of SOC processors early in the design cycle. The approach is entirely implemented in C/C++ and it uses SystemC as platform. The accuracy of the approach has been evaluated by executing ten different application programs on the design of a 16-bit processor commercially produced by Infineon Technologies. Results show that the proposed method provides accuracy within 10% of actual physical measurements, and an average error of 7.64%. Compared to gate level simulation our approach achieves a speedup of three orders of magnitude. Although, the methodology focuses on power consumption and execution time, its generality makes it extendable to any performance metric. Future work includes testing the approach with more complex application programs and on different processors. The aim is to better evaluate the scalability of the approach.
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Abstract

In recent years new and efficient symbolic model checking algorithms have been developed. One technique, bounded model checking or BMC, has been particularly promising. BMC models the system being verified as a boolean formula whose satisfying assignments provide counterexamples for properties verified. BMC unrolls the system in its multiple iterations. Because of this the structure of the formula representing the system is very symmetric, since all iterations are similar in structure. This work explores this symmetry in a distributed algorithm by postponing the unrolling of the formulas until they are used. This minimizes communication among processors since the formulas transmitted are shorter. Moreover, avoiding the unrolling of conflict clauses has a more pronounced effect, because due to the symmetric nature of the formula, a conflict clause for one instant in the execution can be applied to multiple time instants. As a consequence, short conflict clauses can be unrolled into much more effective clauses, cutting back on the search space significantly. In our experiments we have obtained gains of up to three orders of magnitude in verification time and up to two orders of magnitude in memory usage in large examples.

1 Introduction

Symbolic Model Checking (SMC) [1] is an efficient technique for verifying reactive systems. It has proven to be able to find subtle errors in real commercial designs and is gaining acceptance in industrial environments.

Bounded Model Checking (BMC) [2, 3] is a symbolic model checking technique that is based on SAT procedures [4, 5]. In BMC a propositional formula is created in order to represent the model and the properties that will be verified. This formula is then presented to a SAT solver: if it is satisfiable then the model is correct, otherwise it is incorrect — boolean values are used as counter examples to exhibit errors in the system. BMC, based on SAT, can be very efficient in detecting faults in real industrial application models. But, as other model checking algorithms, it suffers from the state explosion problem. Frequently verification cannot be completed because the formula being analyzed is simply too large.

In this paper we propose a way of dealing with this problem. We have implemented a distributed bounded model checking algorithm that reduces time and memory consumption during verification by distributing the work to multiple computers. Moreover, our algorithm also explores the way that BMC constructs the formula that will be sent to the SAT solver in order to take advantage of the inherent symmetry in this formula.

This is accomplished by noticing that a formula constructed by a BMC algorithm is almost completely symmet-
ric, since most of the formula consists of repeated applications of the transition relation of the system. In our method, the unrolling of the transition relation that is necessary for BMC is postponed and performed locally by each processor, so communication is minimized. Moreover we apply the same technique to conflict clauses. Since they are often created by the symmetric parts of the formula, the conflict they represent can be “unrolled” to other time instants of system behavior. As a consequence, once a conflicting clause has been found it can be reused not only by different processors, but also by different time frames. In our experiments, this method has been quite effective.

We have implemented this method in NuSMV and applied it to several SMV examples. Our experiments have shown gains of up to three orders of magnitude in verification time and up to two orders of magnitude in memory usage. Other examples have shown more modest gains of up to 33 times in execution time and up to 25 times in memory usage, with one particular example with gains of 3.4 and 1.5 in time and memory. Future work includes a better characterization of the types of systems that are better suited for this technique.

This paper is organized as follows. Section 2 presents the related works. Section 4 briefly presents the Bounded Model Checking algorithm, while section 5 explains our distributed approach to BMC. Section 6 describes the experimental results and section 7 concludes the paper.

2 Related Work

The use of parallel or distributed algorithms for Bounded Model Checking has been little explored. Although distributed SAT solvers have already been proposed, they usually use concurrent processes to explore disjoint partitions of the search space [6, 7] or they distribute clauses between processes in order to obtain scalability [8, 9]. None of them explore the structure of the clauses.

For example, in [9] the authors implement a algorithm where processes explore sub-formulas of the original SAT formula. However they did not minimize the number of shared variables between partitions. In their implementation whenever a process finishes a SAT deduce step it broadcasts the variables implications to all the other processes. This resulted in communication overhead, up to 90% percent of all messages exchanged between the processes are broadcast.

In [10] a new approach is presented. In this paper the model is split into different time frames, where each processor receives a formula that corresponds to a specific value of $K$, that is, each processors formula determines one possible state in the counterexample sequence. Each processor can then be used to give a partial or local solution to each sub-problem. Once each local solution is found, e.g. for step 3 in the search, a global solution can be derived from local solutions for steps 1 and 2 computed by other processors or an unsatisfiably is detected. This approach has the disadvantage that a possible solution for step 3 can be unreachable, but because partitions are explored independently, it may be computed unnecessarily, and will only be discarded after solutions for steps 1 and 2 are found. In addition to this, all processes must be synchronized, and many decisions such as variable assignment order are centralized, and the algorithm is not as efficient as it could be.

A possible solution to this problem is proposed in [11]. In it a chronological order in the search is used, that is, the algorithm starts determining local solutions from earlier steps before later steps. So, naturally, when step 3 is being processed, the restrictions imposed by steps 1 and 2 have already been processed. Our work follows a similar reasoning up to a certain step, we later break the chronological order in order to increase efficiency as explained later. Different from [11], however, we distribute the workload to speed up verification.

Even though there has been a lot of work on SAT based techniques, some of which as listed below, most of this work does not directly relate to the proposed method. By being orthogonal to the work described here, these techniques can probably be combined with our work to generate even more efficient model checkers.

Currently most of the applications use SAT solvers as black-boxes and no interaction is possible between the applications and the SAT solvers. Application specific knowledge can help a lot in the solution process as demonstrated in [12]. For a particular application, custom implementation of a SAT solver may also be helpful ([13]). In [14] is proposed a SAT based verification technique for threaded C programs. [15] proposes abstraction refinement for BMC. Their technique unifies Proof-based and counterexample-guided abstraction refinements into an abstraction-refinement framework that balances model checking and refinement efforts.

3 Model Checking

Model checking [1] is a formal verification approach by which a desired behavioral system property can be verified over a model through exhaustive enumeration of all states reachable by the application. The model is a labeled state-transition graph. The states correspond to the values of the variables in the program, while the transitions correspond to the passage of time. The model checking process consists of scanning all states in the model to check if the model conforms to the properties.

Formally, the system is represented as a state-transition graph $M = (S, I, A, \delta)$, where $S$ is a set of states, $I \subseteq S$, is a non-empty subset of initial states, $A$ is a set of
actions, and $\delta \subseteq S \times A \times S$ is a total transition relation. A run of $M$ is an infinite sequence $\rho = s_0, s_1, \ldots$ of states such that $s_0 \in I$ and for all $i \in N, (s_i, A_i, s_{i+1}) \in \delta$ holds for some $A_i \in A$.

Properties are conveniently expressed in temporal logic [16]. Temporal logic is a formalism very useful to describe sequences of transitions between states. One can use temporal logic to reason about the system in terms of occurrences of events.

There are several propositional temporal logic [17]. These logics vary according to the temporal structure (linear or branching time) and the time characteristic (continuous or discrete). Temporal linear logics reason about the time as a chain of time instances. Branching-time logics reason about the time as having many possible futures at a given instance of time.

Time can be continuous or discrete. Time is continuous if between two instances of time there is always another one, otherwise it is classified as discrete. In this work is used a branching-time and discrete logic known as Computation Tree Logic (CTL [1]). CTL is defined on state transition graphs. The graph structure is unwound into an infinite tree rooted at the initial state. Paths in this tree represent all possible computations of the system being modeled.

CTL provides operators to be applied over the paths formed by the computation tree. When these operators are specified in a formula they must appear in pairs and in a specific order: path quantifier followed by temporal operator. A path quantifier defines the scope of the paths over which a formula $f$ must hold. There are two path quantifiers: $A$, meaning all paths; and $E$, meaning some path. A temporal operator defines the appropriate temporal behavior that is supposed to happen along a path relating a formula $f$. The temporal operators are the following: $F$ ("in the future" or "eventually") - starting from the root, $f$ holds in some state of the path; $G$ ("globally" or "always") - starting from the root, $f$ holds in all states of the path; $U$ ("until") - there is a state $s$ in the path where a formula $g$ is satisfied and all predecessor states of $s$ satisfies $f$. $X$ ("next time") - starting from the root, $f$ holds in the second state of the path.

If $f$ and $g$ are CTL formulas, then $\neg f$, $f \lor g$, $f \land g$, $A f$, $E f$, $AG f$, $EG f$, $A[f R g]$, $E[f R g]$, $A[f U g]$, $E[f U g]$, $AX f$, $EX f$ are CTL formulas. Some examples of CTL formulas are given to illustrate the expressiveness of the logic: $AG(req \rightarrow AF ack)$ - it is always the case that if the signal req is high, then eventually ack will also be high; $EF(\overline{\text{started}} \land \neg \overline{\text{ready}})$ - it is possible to get to a state where started holds but ready does not hold.

4 Bounded Model Checking

In Bounded Model Checking, or BMC, a propositional formula is created to check if the model has a finite sequence of states that satisfies some property [2, 3]. A limit $(K)$ is imposed on the size of the sequence (number of states to be reached). This limit can be interpreted as the maximum size of the counter-example.

According to BMC any model can be translated according to the following equation:

$$[M,P]_k := I(s_0) \land \left( \bigwedge_{i=0}^{k-1} T(s_i, s_{i+1}) \right) \land [P]_k^0 \quad (1)$$

where

- $M$ is a Kripke structure;
- $P$ is a temporal logic formula representing the property being verified;
- $k$ is the depth of the search algorithm;
- $I(s_0)$ is a formula representing the set of initial states.
- $T(s_i, s_{i+1})$ is the formula representing the transition relation of the system where $s_i$ is the current state of the transition and $s_{i+1}$ is the next state.
- $[P]_k^0$ is a property to be verified.

The propositional formula $[M,P]_k$ is satisfiable if, and only if, $P$ is valid in some path of $M$. SAT solvers (see code) are used to determine the satisfiability of this formula.

```plaintext
Input: d - decision level
Output:
SAT(): {SATISFAZIVEL, INSATISFAZIVEL}

procedure SAT(d)
if (Decide(d) == TODAS-ATRIBUIDAS) then
    return SATISFAZIVEL;
end if
while (TRUE) do
    if (Dedu(d) == CONFLITO) then
        if (SAT(d + 1) == SATISFAZIVEL) then
            return SATISFAZIVEL;
        else if (B < d || d == 0) then
            Apaga(d);
            return INSATISFAZIVEL;
        end if
    end if
    if (Diagnostica(d) == RETROCEDE) then
        return INSATISFAZIVEL;
    end if
end while
end procedure
```
5 A Distributed Approach to BMC

This section describes the proposed approach to distributed BMC. As in [10], we partition the model into different time frames, where each time frame corresponds to one cycle of the system under verification. An initial partition is generated using a partial assignment for the initial state (this partition also takes into consideration the property being verified, as will be seen later). The processor that generates this assignment is called primary solver. This partition is sent to a secondary solver, which continues generating partial assignments for the subsequent time frames up to the $k^{th}$ time frame. The primary solver creates and starts several secondary solvers, each with a different partial assignment for time frame 1. Each secondary solver then determines a complete satisfying assignment for the formula. If a secondary solver determines that the formula is unsatisfiable (for the given partial assignment for time frame 1), it sends the conflict information to the primary solver that informs all other solvers about the conflict. Figure 1 depicts our approach.

As noted the proposed solution splits the problem in such a way that the same set of clauses can be used for different partitions. This guarantees that less memory is used to represent the problem. Also, as each process explores partition two to partition $K$ by itself, less communication is needed.

5.1 Clause Partitioning and Partition Symmetry

Clauses are partitioned with the objective to minimize the number of shared variables between any two partitions, and to better take advantage of the symmetrical nature of a BMC formula. Remember that the following formula is used to represent the model:

$$[M, P]_k := I(s_0) \land [P]_0^0 \land \left( \bigwedge_{i=0}^{k-1} T(s_i, s_{i+1}) \right)$$ (2)

Note that the sub-formula that represents the initial state and the property is not symmetric to other sub-formulas. However, all other sub-formulas are symmetric, and in fact each $T(s_i, s_{i+1})$ sub-formula is the same formula modulo variable renaming. Based on this observation, we partition the formulas such that the first partition contains $I(s_0) \land [P]_0^0$, and for all $i > 1$, partition $i$ contains $T(s_i, s_{i+1})$. For example, expanding the formula above for $k = 6$, we generate:

$$[M, P]_6 := I(s_0) \land [P]_0^0 \land \left( \bigwedge_{i=0}^{6-1} T(s_i, s_{i+1}) \right)$$

As noted the formula has been divided into seven partitions $P_0$ to $P_7$. The first one is composed of $I(s_0) \land [P]_0^0$ and it is denoted as the primary partition. The others are referred to as secondary partitions. The symmetry between the secondary partitions is clear, the only difference between formula $T(s_1, s_2)$ and $T(s_2, s_3)$ are the indexes. For example:

$$T(s_i, s_{i+1}) := (a_{i+1} \leftrightarrow \neg a_i) \land (b_{i+1} \leftrightarrow a_i \oplus b_i)$$

The similarity between partitions has many advantages, one of the most important ones being that it allows for sharing and replication of conflict clauses between partitions in a natural and efficient way. For example, a conflict clause
generated from formula $T(s_1, s_2)$ can be used in the solution of $T(s_2, s_3)$ by just changing indexes. Once a secondary partition has found a conflict clause it can be shared not only between solvers, but also between time frames. For example, suppose that in a secondary partition a conflict clause was found: $\pi = (\neg x_3 \lor y_7 \lor z_5)$. One can certainly state, based on the partition symmetry, that the clause $\pi = (\neg x_3 \lor y_6 \lor z_4)$ will be also a conflict clause (we name such a clause as replicated clause). Our experiments show that these conflict clauses are usually small and are therefore found and communicated to other solvers very fast. All conflict clauses are sent to the primary solver and inserted into the first partition reducing drastically the size of the search tree.

5.2 The Distributed Model Checker

In this section, the distributed model checker is presented. The main idea is to use secondary solvers to explore clause symmetry. The primary solver finds a partial solution (primary solution) and the solver manager deals with all operations and communications. Figure 2 shows the main components of the distributed model checker. Each component is briefly described:

- **Translator:** converts the kripke structure and properties into a propositional formula;
- **Splitter:** creates the primary and secondary partition — it instantiates each solver and dispatches to then each correspondent partition.
- **Primary Solver:** searches for a primary solution. It interacts with the Solver Manager in order to find a free secondary solver which will receive its partial solutions;
- **Secondary Solvers:** search for a solution based on the partial solution found by the primary solver. For example: one can obtain the solution to $T(s_0, s_1)$ based on the primary solution. If a solution is found then try it for $T(s_1, s_2)$. If for any transition $T(s_i+1, s_{i+2})$ no solution is found a new search is done for $T(s_i, s_{i+1})$. If $T(s_0, s_1)$ has no solution then the problem is unsatisfiable. If a solution to $T(s_k-1, s_k)$ is found then the problem is satisfiable.

It is important to notice that secondary solvers run asynchronously, they do not interact with each other.
6 Experimental Results and Conclusions

This section presents a comparative study of the distributed approach proposed with sequential BMC methods based on SAT. In this work we have used NuSMV [18] with the ZChaff SAT solver [19] both for the sequential and the distributed algorithms.

In order to distribute tasks among processes the LAM/MPI paradigm [20, 21] has been adopted. MPI, or Message Passing Interface, is a standard for communication among nodes running a parallel program on a distributed memory system. MPI is a library of routines that can be called from C programs. MPI is both portable (it has been implemented for almost every distributed memory architecture) and fast (usually each implementation is optimized for the hardware it runs on).

All tests have been performed on a cluster composed of 22 nodes, even though at all examples only 5 secondary solvers have been used. Each node is a Intel Pentium IV processor, 3.00 GHz, 1 GB RAM, 80.0 GB disk (ATA) and Fast Ethernet network controller (100 Mbps). All systems were running under the Linux operating system. The examples can be found in the NuSMV distribution [18]:

- periodic.smv - a data driven pipeline example;
- p-queue.smv - a priority queue example;
- gigamaxltl.smv - a model of the GIGAMAX cache coherence protocol;
- dme5.smv, dme8.smv, dme10.smv, dme20.smv - a asynchronous version of a distributed mutual exclusion algorithm with 5, 8, 10 and 20 cells.

The tables below show the NuSMV models and the corresponding number of boolean variables. For each NuSMV model the sequential and distributed execution have been monitored until response time became impractical. The following information have been collected (for the same values of $k$ for each model): execution time, number of SAT clauses generated and memory used.

### Table 1. Sequential Algorithm Results

<table>
<thead>
<tr>
<th>Model</th>
<th>Boolean</th>
<th>Max K</th>
<th>Exec. Time (s)</th>
<th>Mem (MB)</th>
<th>Clauses</th>
</tr>
</thead>
<tbody>
<tr>
<td>periodic.smv</td>
<td>35</td>
<td>95</td>
<td>21185</td>
<td>13.5</td>
<td>227.57</td>
</tr>
<tr>
<td>p-queue.smv</td>
<td>43</td>
<td>17</td>
<td>19387</td>
<td>51.9</td>
<td>896.64</td>
</tr>
<tr>
<td>gigamaxltl.smv</td>
<td>49</td>
<td>61</td>
<td>16043</td>
<td>268.8</td>
<td>312.86</td>
</tr>
<tr>
<td>dme5.smv</td>
<td>180</td>
<td>49</td>
<td>3721</td>
<td>397.9</td>
<td>319.55</td>
</tr>
<tr>
<td>dme8.smv</td>
<td>287</td>
<td>32</td>
<td>8463</td>
<td>280.8</td>
<td>668.19</td>
</tr>
<tr>
<td>dme10.smv</td>
<td>360</td>
<td>30</td>
<td>9605</td>
<td>428.5</td>
<td>1015.5</td>
</tr>
<tr>
<td>dme20.smv</td>
<td>720</td>
<td>29</td>
<td>7312</td>
<td>432.5</td>
<td>1394.12</td>
</tr>
</tbody>
</table>

### Table 2. Distributed Algorithm Results

<table>
<thead>
<tr>
<th>Model</th>
<th>Boolean</th>
<th>Max K</th>
<th>Exec. Time (s)</th>
<th>Primary Solver</th>
<th>Secondary Solvers (Max)</th>
</tr>
</thead>
<tbody>
<tr>
<td>periodic.smv</td>
<td>35</td>
<td>95</td>
<td>21185</td>
<td>SAT_SOLVER(secondary_zchaff), SatSolver_get_permanent_group(\ SAT_SOLVER(secondary_zchaff))</td>
<td>SAT_SOLVER(secondary_zchaff), SatSolver_get_permanent_group(\ SAT_SOLVER(secondary_zchaff)), secondary_beProb, vars_mgr)</td>
</tr>
<tr>
<td>p-queue.smv</td>
<td>43</td>
<td>17</td>
<td>19387</td>
<td>SAT_SOLVER(secondary_zchaff)</td>
<td>SAT_SOLVER(secondary_zchaff)</td>
</tr>
<tr>
<td>gigamaxltl.smv</td>
<td>49</td>
<td>61</td>
<td>16043</td>
<td>SAT_SOLVER(secondary_zchaff)</td>
<td>SAT_SOLVER(secondary_zchaff)</td>
</tr>
<tr>
<td>dme5.smv</td>
<td>180</td>
<td>49</td>
<td>3721</td>
<td>SAT_SOLVER(secondary_zchaff)</td>
<td>SAT_SOLVER(secondary_zchaff)</td>
</tr>
<tr>
<td>dme8.smv</td>
<td>287</td>
<td>32</td>
<td>8463</td>
<td>SAT_SOLVER(secondary_zchaff)</td>
<td>SAT_SOLVER(secondary_zchaff)</td>
</tr>
<tr>
<td>dme10.smv</td>
<td>360</td>
<td>30</td>
<td>9605</td>
<td>SAT_SOLVER(secondary_zchaff)</td>
<td>SAT_SOLVER(secondary_zchaff)</td>
</tr>
<tr>
<td>dme20.smv</td>
<td>720</td>
<td>29</td>
<td>7312</td>
<td>SAT_SOLVER(secondary_zchaff)</td>
<td>SAT_SOLVER(secondary_zchaff)</td>
</tr>
</tbody>
</table>

### Table 3. Gains of the Proposed Method

We can see from the tables above that the proposed method does indeed improve significantly on the results of the sequential method. We have obtained gains of up to three orders of magnitude in verification time and up to two orders of magnitude in memory usage. The first three examples show that the method proposed can give substantial gains for different types of systems, even in cases with deep searches. The dme examples, however, show also that for some examples the depth of the search can affect the gains, with dme5 having the deepest search and the worst results. The depth of the search is probably the reason for this, since all dme examples are very similar.

Figures 3, 4, and 5 show resource usage for the periodic.smv example during its execution. These are typical figures for the examples verified. Figures for all other examples can be found in [22]. It is interesting to see that
the primary solver uses more resources that the secondary solvers all the time (this is even more pronounced in other examples). This would indicate that most of the work is being done by the primary solver. But clearly this is inconsistent with the gains obtained. An explanation is that the secondary solvers are able to determine short conflict clauses very fast, transmitting them back to the primary solver. But these clauses are not only sent to multiple secondary solvers, but are also “unrolled” in multiple time frames, cutting back significantly on the amount of the work done by other secondary solvers.

7 Conclusions

Bounded model checking is an efficient technique for verifying reactive systems. However, as all model checking techniques, it suffers from state explosion, and frequently cannot handle real systems. In this paper we propose a new method for verifying reactive systems that improves on BMC by distributing the work through a cluster of computers. Our method also explores the symmetry of the clauses generated by the BMC algorithms to increase efficiency. We consider that most of the clauses of a BMC problem are symmetric with respect to time since the same transition relation is applied at all time instants. By exploring this characteristic, we are able to generate conflict clauses that are short (and therefore found fast), but that can be applied not only to multiple processors but also to multiple time frames.

Our experiments have shown that the proposed method can achieve gains of up to three orders of magnitude in some examples in verification time and up to two orders of magnitude in memory usage. Future work includes a better characterization of the types of systems that are better suited for this technique, and the study of other ways of exploring the symmetry of the clauses in verification. We also plan on studying in more detail how much of the gains come from the distributed algorithm, and how much come from the use of symmetry.
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Abstract

A lot of models have been applied to the analysis of cryptographic protocols. Some of them formalize security properties as reachability and some others express them as observational equivalences. In this paper, our intent is to present the main ideas for reasoning about cryptographic protocols in the framework of observational theories. We model protocols by Term Rewriting systems and express secrecy and authentication properties by observational equivalences, in a way close to spi-calculus [3].
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1. Introduction

Cryptographic protocols aim at achieving goals like authentication and secrecy. They become more and more important with the development of communications via public networks. Unfortunately, many of them are subjects to very subtle attacks that cannot be detected by informal reasoning. Consequently, there has been a growing interest in applying formal methods for verifying cryptographic protocols.

A lot of models have been applied to the analysis of some particular cryptographic protocols. Some of them formalize security properties as reachability [4, 19] while others express them as observational equivalence like in Spi-calculus [3]. Reachability properties can be stated as follows: we say that a protocol does not reveal its secret, if there is not an execution trace where the intruder can deduct the secret. As for observational equivalence, it can be stated as follows: we say that a data s is secret if the session that contains the data s is indistinguishable of all session containing a data s’ instead of s. In this context, Spi-calculus is interesting because it allows to reason on different levels of a system abstraction. The intruder is modelled as an environment which is a non-deterministic process. Unfortunately, proving properties in spi-calculus is hard; currently there is no tool allowing to automate these proofs.

Our aim is to use ideas close to the ones used in Spi-calculus [3] to express secrecy and authentication properties in the framework of observational algebraic specifications. Our approach is amenable to automation, especially if using former ideas for automating observational proof [9, 8]. Observational equivalence can be seen as a relaxing of classical equivalence: two objects are considered indistinguishable unless they are proved distinguishable under some experiments called observable context.

In our model, the intruder is similar to Dolev-Yao model [13]. In fact, the intruder, which is not explicitly modelled, can accede and manipulate all and only the public (or observable) data. Its actions are represented by observable contexts that can be applied on any message transmitted through public network. Proving that a message $M$ is maintained secret during the running of the protocol comes to prove that an intruder cannot distinguish this message $M$ from another message $M’$ during all the running steps.

The paper is structured as follows: Section 2 presents basic notions of observational algebraic specifications. Section 3 gives an overview of related works. In section 4, we present our modelling of cryptographic protocols. Section 5 shows how to formalize security properties in the framework of observational algebras. In section 6, we give some examples of protocol analysis. Concluding remarks are presented in Section 7.

2. Basic notions

We assume that the reader is familiar with basic notions of cryptographic and security protocols (public and symmetric key cryptography) [18], of rewriting [8].
and of algebraic specifications [14].

Since algebraic concepts and tools are more and more used in Computer science, observational algebraic specifications are an appropriate formalism for the specification of the visible behavior of systems in states as well as the visible properties of abstract data. This formalism compounds with the paradigm object used in oriented object languages [17]. Moreover, observational theories [6] has a major advantage since they allow reasoning on several abstraction levels of a system (program, protocol, etc...). So, they allow to make abstractions of the internal details of the system to implement and focalize only on the external behavior of this observable system. Therefore, observational concepts are fundamental in formal methods, i.e. system verification in general, and cryptographic protocols in particular.

There are various notions of observability involving observation techniques based on sorts, operations, terms or formulae [7]. To rely on some observational technique means to choose which kind of objects we observe and how we observe them. In our approach, we choose to use observation techniques based on sorts and operators. In this case, an observational signature is a generalization of a standard algebraic signature with a distinguished set of observable sorts and observer operations, formally denoted by \( \Sigma_{\text{obs}} = (\Sigma, S_{\text{obs}}, \text{OP}_{\text{obs}}) \) where \( \Sigma \) is a signature, \( S_{\text{obs}} \) is a set of observable sorts and \( \text{OP}_{\text{obs}} \) is a set of observers [15, 19]. An observational signature determines a set of observable contexts (definition 2.2), which represent those experiments which allow us to distinguish elements by the given observers [15, 19].

**Definition 2.1 (Context)** Let \( T(F,X) \) be a term algebra and \( \Sigma = (S,F) \) its signature.

1. a context over \( \Sigma \) (or \( \Sigma \)-context) is a non-ground term \( c \in T(F,X) \) with a distinguished linear variable called the context variable of \( c \). To indicate the context variable occurring in \( c \), we often write \( c[z_s] \) instead of \( c \), where \( s \) is the sort of \( z_s \). A variable \( z_s \) of sort \( s \) is a context called empty context of sort \( s \). We can also simply denote a context \( c[z_s] \) by \( c[\_] \).

2. the application of a context \( c[z_s] \) to a term \( t \in T(F,X) \) of sort \( s \) is denoted by \( c[t] \) and is defined as the result of the replacement of \( z_s \) by \( t \) in \( c[z_s] \).

The context \( c \) is said to be applicable to \( t \).

**Definition 2.2 (Observable context)** An observable context is a context whose sort belongs to \( S_{\text{obs}} \) and all its operators belongs to \( \text{OP}_{\text{obs}} \).

We denote by \( C_{\text{obs}} \) the set of observable context.

Elements which cannot be distinguish by the experiments of an observational signature are considered to be observationally equal (definition 2.3).

**Definition 2.3 (Observational equivalence)** Let \( t_1 \) and \( t_2 \) two term in \( T(F,X) \), then we say that \( t_1 \) and \( t_2 \) are observationally equal (or equivalent) and denoted by \( t_1 \approx t_2 \) if and only if for all observable context \( c \) we have \( c[t_1] = c[t_2] \). Formally, we write

\[
  t_1 \approx t_2 \quad \text{iff} \quad \forall c \in C_{\text{obs}} \quad c[t_1] = c[t_2].
\]

**Example** Let \( \Sigma_{\text{obs}} \) be an observational signature for bank accounts with observer \( \text{bal} \) and an operation \( \text{update} \) [15]: \( \text{sorts} \{\text{account, int}\} \), \( \text{observable sorts} \{\text{int}\} \), \( \text{observers} \{\text{bal:account} \leftarrow \text{int}\} \), \( \text{operations} \{\text{new:account, update:account,int} \rightarrow \text{account}\} \)

Observable contexts are \( \text{z:account, bal(z:account)} \).

3. Related works

In this section, we will discuss the objectives and advantages of Spi-calculus. Details of the syntax and language are given in [2]. The Spi-calculus is a language of processus applied to cryptographic protocols. It’s like the CSP language (Communicating Sequential Processes) [19] and the language developed by R.Amadio et al. in [5]. He allows, in particular, to express the mail and the reception of messages, the creation of nonce and the replication of processes.

The languages of processes introduce a major difference with other models of cryptographic protocols. These models express the security properties as reachability properties: there is a valid trace such that the intruder can deduct secret or the process can attain the state error. For the languages of processes such as the Spi-calculus, the secret as well as the other properties can be expressed in form of observational equivalences and the intruder can be represented by any random process in the syntax. we say that a protocol \( P(s) \) is secret if \( P(s) \) and \( P(s') \) are indistinguishable whatever the process in parallel. Such property takes into account the capacity of an intruder, for example, to compare messages, which is not the case in other models.

Unfortunately, it is very difficult to show the observational equivalence of two processes. Therefore, there is no tool allowing to automate the proof of observational equivalence between processus. M.Boreale et al. [11] shows in a restrained context that observational equivalence is similar to a form of bisimulation using a static equivalence. However, the considered framework does not allow to express the
composite keys nor the asymmetrical encoding. On the other hand, M. Abadi and C. Fournet [1] established a similar result in an extremely general context. But even static equivalence is infinite in this framework.

4. Protocol modelling

4.1. Global state

Our modelling of cryptographic protocols is close to the one in [16]. The protocol is modelled by a set of transition rules applied on a multiset of objects representing a global state. The global state contains both sent messages and expected ones. A send operator is denoted by \textit{send}(i, s', s, r, t) where i is the protocol step, s' is the real sender, s is the official sender, r is the receiver and t is the message. An expected message is denoted by \textit{wait}(i, s, r, t) with similar meaning for the fields i, s, r and t.

4.2 Rewriting system of the protocol

Rewriting rules:

A transition rule (denoted by \textit{l} \rightarrow \textit{r}) can be stated as follows: let B a principal waiting a message from A at step i, and A the one sending a message M to B at step i. The global state at step i can be denoted by \{\textit{send}(i, A, A, B, M), \textit{wait}(i, A, B, x_M)\}. When A sends the message, he changes his state to waiting a new message at the \textit{k}^{th} step, where:

$$k_i = \min\{j \mid j > i \text{ and } R_j = R_i\} \text{ if not empty}$$

$$= \min\{j \mid j \leq i \text{ and } R_j = R_i\} \text{ otherwise}.$$  

with \(R_i\) is the receiver at the \textit{i}^{th} step. When receiving message \(M\) from A, B checks whether he received what he was expecting and then composes and sends a message at the next step. To summarize, a transition rule is as follows: the next message in the protocol is composed and sent, and the next expected one is built too.

Protocol running

The initial state is denoted by \(E_1\). Let \(N = \{1, 2, \ldots\}\), the execution of the protocol is traduced by the application of transition rules to a global state \(E_i\) (where \(i \in N^+\)) to generate a new global state \(E_j\) at the next step. We denoted it by \(E_i \rightsquigarrow E_j\) where \(j = \beta_1\).

Message rewriting system

Manipulation operators of messages \(M_i\), where i is the number of step, are defined as follows:

- \(K(\_):\) encryption operators with public key,
- \(SK(\_):\) encryption operators with symmetric key,
- \(<\_,-,\_>:\) messages composition,
- \(\pi_1(\_):\) projections operators,
- \(\pi_2(\_):\) projections operators.

The Message rewriting system is defined according to the following rules:

\[
SK(SK(x)) \rightarrow x \quad K^{-1}(K(x)) \rightarrow x \\
K(K^{-1}(x)) \rightarrow x \quad \pi_1(<x_1, x_2>) \rightarrow x_1 \\
\pi_2(<x_1, x_2>) \rightarrow x_2
\]

Observable signature

Our idea is to divide the specification signature into observable operators that are accessible to any observers, in particular the intruder and non-observable ones that are accessible only by the legitimate actors of the protocol. For instance, some of the observable operators can be: principal names, public key (denoted by K), encryption operators with public key (denoted by K()), composition and decomposition operators and send operator. Non-observable operators can be: a private key (denoted by \(K^{-1}\)), decryption operators with private key (denoted by \(K^{-1}(\_))\).

Intruder

A test or an experiment formalizes the idea of one or several actions which an intruder can make on messages circulating in the network. Formally and within the observational framework, a test is an observable context representing the series of action which an intruder can make on an intercepted message. Note that it is possible to use similar techniques in [8] to schematize in a finite way all the observable contexts that the intruder can apply. Thus, a general context has to contain the send operator \(\text{Send}(\_,-,\_,-,\_,-)\) as a last subcontext so that there is no blocking in the execution of a protocol. Besides, because an intruder does not follow the protocol steps, the number of step generated by the intruder is \(x\). Therefore, a general context can be stated as follow:

\[
\text{send}(x, I, x_s, x_r, C[\_])
\]

where:

- \(x\): step number;
- \(I\): Intruder name;
- \(x_s\): sender name in the \textit{i}^{th} step,
- \(x_r\): receiver name in the \textit{i}^{th} step,
• C[-]: intruder action (observable context) on the intercepted message in the \( i \)th step.

To summarize, an intruder can modify a global state \( E_i \) by applying a context on intercepted messages. We denote in this case the new global state by \( E_{ij} \) where \( j > 1 \).

The set of all the executions of the protocol could be schematized in figure 1.

![Figure 1. set of all the executions of the protocol](image)

We denote by \( E_i(M) \) a state of a protocol execution where \( M \) is a secret message.

5. Security properties

Security properties are stated in terms of observational equivalences. In fact, to prove that a secret \( M \) is not compromised during the protocol execution, it is necessary to prove that an external observer cannot distinguish between an execution of the protocol with a secret \( M \) and another one with \( M' \) instead of \( M \). Formally, secrecy is stated as follows:

\[
\forall M, M', \forall j \in N^+, \ E_j(M) \approx_{obs} E_j(M').
\]

To prove such equivalence, one has to apply all possible observable contexts representing actions done by an intruder. To prove the secrecy property, one has to compare messages circulating in the network and as a consequence they are indistinguishable by the intruder if they are encrypted. This hypothesis could be stated by the lemmas 5.1 and 5.2:

Lemma 5.1 Let \( K \) be a secret key. Then

\[
\forall M, M' \ K(M) \approx_{obs} K(M')
\]

Proof 5.1 The lemma results from the hypothesis of perfect encoding. Since the intruder does not have the private key \( K^{-1} \), there is no observable context that differentiate \( M \) from \( M' \).

Lemma 5.2

\[
\forall M, M' \text{ ciphertexts if } M \neq M' \text{ then } M \not\approx_{obs} M'
\]

Proof 5.2 Let \( z_{obs}[] \) be the empty context. Then,

\[z_{obs}[M] = M \neq M' = z_{obs}[M'] \]. Therefore, \( M \not\approx_{obs} M' \).

Authenticity property is also expressed as an observational equivalence. It compares the given protocol with another that serves as a specification. For example, let \( A \) and \( B \) be two principals. The specification can be stated as follows: the principal \( A \) is as usual, but the principal \( B \) is replaced with a variant \( B_{spec} \); this variant receives a message from \( A \) and then acts like \( B \) when \( B \) receives this message. To prove authenticity comes to prove that, whatever the intruder can do, \( B_{spec} \) (the expected sender), is always the real sender. Formally, we can say that:

\[
\forall i, E_{i_{spec}} \approx_{obs} E_{i_{}}.
\]

6. Examples

6.1. Example 1: Secrecy attack

Our first example is extremely basic. In this example, there are two principals \( A \) and \( B \). The protocol is simply described as follows: \( A \) sends a secret message \( M \) under the private key \( K^{-1} \), i.e \( K^{-1}(M) \) to \( B \). Then, \( B \) send a message under the public key \( K \), i.e \( K(M) \) when he receives the message from \( A \). This is specified as follows:

Message 1: \( A \rightarrow B : K^{-1}(M) \)

Message 2: \( B \rightarrow A : K(M) \)

The rewrite rules of the protocol are:

\[
\begin{align*}
\text{wait}(0, x_1, A, x_2) & \rightarrow \\
\text{send}(1, A, A, B, K^{-1}(M)) & \cdot \text{wait}(0, x_1, A, x_2) \\
\text{send}(1, A, A, B, K^{-1}(M)) & \cdot \text{wait}(0, x_3, B, x_4) \\
\text{send}(2, B, B, A, K(M)) & \cdot \text{wait}(0, x_3, B, x_4)
\end{align*}
\]

\[(R1)\]

\[
\begin{align*}
\text{send}(1, A, A, B, K^{-1}(M)) & \cdot \text{wait}(0, x_3, B, x_4) \\
\text{send}(2, B, B, A, K(M)) & \cdot \text{wait}(0, x_3, B, x_4)
\end{align*}
\]

\[(R2)\]
The execution of the protocol is as follows:

\[ E_1 = \text{wait}(0, x_1, A, x_2) \cdot \text{wait}(1, x_3, B, x_4) \]
\[ \rightsquigarrow \]
\[ E_{11} = \text{send}(1, A, A, B, K^{-1}(M)) \cdot \text{wait}(2, B, A, K(M)) \cdot \text{wait}(1, x_3, B, x_4) \]
\[ \rightsquigarrow \]
\[ E_{111} = \text{send}(1, B, B, A, K(M)) \cdot \text{wait}(1, x_3, B, x_4) \cdot \text{wait}(2, B, A, K(M)) \]
\[ \rightsquigarrow \]
\[ E_{1111} = \text{wait}(1, x_1, A, x_2) \cdot \text{wait}(1, x_3, B, x_4) \]

Let \( C_{\text{obs}} = \text{send}(0, I, A, B, K[\cdot]) \) be the observable context (thus, applied by an intruder) to prove secrecy, then we have also:

\[ E_{11} \rightsquigarrow E_{112} = \text{send}(0, I, A, B, M) \cdot \text{wait}(1, x_3, B, x_4) \]
\[ \cdot \text{wait}(0, x_1, B, x_2) \]

to prove the attack, we have to prove that

\[ \exists M, M', E_{112}(M) \not\approx_{\text{obs}} E_{112}(M'). \]

Let \( E(M) \) and \( E(M') \) be:

\[ E(M) = \text{send}(x, I, A, B, K(K^{-1}(M))) \]
\[ \rightarrow \text{send}(x, I, A, B, M) \]

\[ E(M') = \text{send}(x, I, A, B, K(K^{-1}(M'))) \]
\[ \rightarrow \text{send}(x, I, A, B, M') \]

Since \( M \not\approx_{\text{obs}} M' \), according to lemma 5.2,

\[ E(M) \not\approx_{\text{obs}} E(M') \]

Therefore \( E_{112}(M) \not\approx_{\text{obs}} E_{112}(M') \).

Thus, \( C_{\text{obs}} \) distinguish \( E_{11}(M) \) from \( E_{11}(M') \) since \( M \neq M' \).

### 6.2. Example 2: Authenticity attack

Recall the second example. The protocol could stated as follow,

**Message 1**: \( A \rightarrow B : K_A(M) \)

**Message 2**: \( B \rightarrow A : K_B(M) \)

The rewrite rules of the protocol are:

\[
\begin{align*}
    \text{send}(2,B,B,B,K(M)) \cdot \text{wait}(2,B,A,K(x_M)) \rightarrow \\
    \text{wait}(0,x_1,A,x_2)
\end{align*}
\]

(R3)

The execution of the protocol is as follows:

\[ E_1 = \text{wait}(0, x_1, A, x_2) \cdot \text{wait}(1, x_3, B, x_4) \]
\[ \rightsquigarrow \]
\[ E_{11} = \text{send}(1, A, A, B, K^{-1}(M)) \cdot \text{wait}(2, B, A, K(M)) \cdot \text{wait}(1, x_3, B, x_4) \]
\[ \rightsquigarrow \]
\[ E_{111} = \text{send}(1, B, B, A, K(M)) \cdot \text{wait}(1, x_3, B, x_4) \cdot \text{wait}(2, B, A, K(M)) \]
\[ \rightsquigarrow \]
\[ E_{1111} = \text{wait}(1, x_1, A, x_2) \cdot \text{wait}(1, x_3, B, x_4) \]

Let's consider the following instance of the protocol:

**Message 1**: \( A^{\text{spec}} \rightarrow B : K_A(M) \)

**Message 2**: \( B \rightarrow A^{\text{spec}} : K_B(M) \)

The running of a session of this specification is the same as that of the protocol, however \( A^{\text{spec}} \) is passed for \( A \) when he sends any message. For example, the node 1:1 changes as follow:

\[ E_{11} \rightsquigarrow E_{112} = E^{\text{spec}} = \text{send}(x, A^{\text{spec}}, A, B, K_A(M)) \cdot \text{wait}(1, x_3, B, x_4) \cdot \text{wait}(2, B, A, K_B(x_M)) \]

To prove the attack, one has to prove:

\[ \exists i \in N^+: E_i \not\approx_{\text{obs}} E_i^{\text{spec}} \tag{1} \]

**First step**: we have to prove:

\[ E_{112} \not\approx_{\text{obs}} E_{112}^{\text{spec}} \tag{2} \]

Let \( S \) et \( S^{\text{spec}} \) stated as follow:

\[ S^{\text{spec}} = \text{send}(x, A^{\text{spec}}, A, B, K_A(M)) \]
\[ S = \text{send}(x, A, A, B, K_A(M)) \]

Since \( K_A(M) \approx_{\text{obs}} K_A(M) \) et \( A \not\approx_{\text{obs}} A^{\text{spec}} \),

\( S \not\approx_{\text{obs}} S^{\text{spec}} \)

Therefore, the authenticity property is not verified.
6.3. Example 3: Secrecy protected

This example exchanges messages encrypted with the public key $K$ between two principles $A$ and $B$. The protocol is simply described as follows: $A$ sends a secret message $M$ under the public key $K$, i.e. $K(M)$ to $B$. Then, $B$ send the same message under the public key $K$, i.e $K(M)$ when he receives the message $M$ from $A$. This is specified as follows:

**Message 1** : $A \to B : K(M)$

**Message 2** : $B \to A : K(M)$

The rewrite rules of the protocol are:

$$
\begin{align*}
\text{wait}(0,x_1,A,x_2) & \to \text{send}(1,A,A,B,K(M)) \cdot \text{wait}(2,B,A,K(x_M)) \\
\text{send}(1,A,A,B,K(M)) & \cdot \text{wait}(1,x_3,B,x_4) \to \text{send}(2,B,B,A,K(M)) \cdot \text{wait}(1,x_3,B,x_4) \\
\text{send}(2,B,B,A,K(M)) & \cdot \text{wait}(2,B,A,K(x_M)) \to \text{wait}(0,x_1,A,x_2)
\end{align*}
$$

(R1)

(R2)

(R3)

The execution of the protocol is as follows:

$E_1 = \text{wait}(0,x_1,A,x_2) \cdot \text{wait}(1,x_3,B,x_4)$

$E_{11} = \text{send}(1,A,A,B,K(M)) \cdot \text{wait}(2,B,A,K(x_M)) \cdot \text{wait}(1,x_3,B,x_4)$

$E_{111} = \text{send}(2,B,B,A,K(M)) \cdot \text{wait}(1,x_3,B,x_4) \cdot \text{wait}(2,B,A,K(x_M))$

$E_{1111} = \text{wait}(1,x_1,A,x_2) \cdot \text{wait}(1,x_3,B,x_4)$

Let

$$
\text{send}(x,I,A,B,C[\_])
$$

be the observable context (that an intruder can apply on the intercepted message), where:

- $I$: Intruder name,
- $A$: sender name,
- $B$: receiver name,
- $C[\_]:$ a context

So, the node 1:1:1 changes as follows:

$E_{11}$

$\leadsto$

$E_{112} = \text{send}(x,I,A,B,C[K(M)]) \cdot \text{wait}(1,x_3,B,x_4) \cdot \text{wait}(2,B,A,K(x_M))$

Besides, it is clear that during the first and the second step of the protocol, $A$ and $B$ behave in the same way. As a consequence, it is quite enough to show that the secret is protected in the first step so that it will be in the second step. We conclude that to prove secrecy property, one must prove the equation 3:

$$
\forall M, M', E_{112}(M) \approx_{\text{obs}} E_{112}(M')
$$

Let,

$$
E(M) = \text{send}(x,I,A,B,C[K(M)])
$$

$$
E(M') = \text{send}(x,I,A,B,C[K(M')])
$$

According to lemma 5.1, $K(M) \approx_{\text{obs}} K(M')$. Therefore, $\forall c \in C_{\text{obs}} : c[K(M)] = c[K(M')]$. Second, it is obvious that $B \approx_{\text{obs}} B$ and $A \approx_{\text{obs}} A$. Thus, $E(M) \approx_{\text{obs}} E(M')$. Finally, using congruence, $E_{112}(M) \approx_{\text{obs}} E_{112}(M')$. Therefore the secret is protected.

7. Conclusion

In this paper, we gave ideas on how to reason about cryptographic protocols in the framework of observational theories. We showed how to express security properties in terms of observational equivalence. We express secrecy properties as simple equations that mean indistinguishability in the presence of an arbitrary attacker.

It will be important to think about how to schematize, in a finite way, all the observable contexts representing the set of actions that an intruder can do on intercepted message. Berregeb et al. [8] presented an automated procedure for proving observational properties in conditional specifications. The method relies on the construction of a set of a critical contexts which enables to have the completeness. However, Berregeb et al. [9] construct sets of cover-contexts that enable to prove observational properties in the case of equational systems. Such work could have an important contribution in the automation of our approach.
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Abstract
Most existing work on t-way testing has focused on 2-way (or pairwise) testing, which aims to detect faults caused by interactions between any two parameters. However, faults can also be caused by interactions involving more than two parameters. In this paper, we generalize an existing strategy, called In-Parameter-Order (IPO), from pairwise testing to t-way testing. A major challenge of our generalization effort is dealing with the combinatorial growth in the number of combinations of parameter values. We describe a t-way testing tool, called FireEye, and discuss design decisions that are made to enable an efficient implementation of the generalized IPO strategy. We also report several experiments that are designed to evaluate the effectiveness of FireEye.

1. Introduction
One approach to software testing is combinatorial testing, which creates test suites by selecting values for input parameters and by combining these parameter values. For a system with \( n \) parameters, each of which has \( d \) values, the number of all possible combinations of values of these parameters is \( d^n \). Due to resource constraints, it is nearly always impossible to exhaustively test all of these combinations of parameter values. Thus, a strategy is needed to select a subset of these combinations. One such strategy, called t-way testing, requires every combination of any \( t \) parameter values to be covered by at least one test, where \( t \) is referred to as the strength of coverage and usually takes a small value. The notion of t-way testing can substantially reduce the number of tests. For example, a system of 20 parameters that have 10 values each requires \( 10^{20} \) tests for exhaustive testing, but as few as 180 tests for 2-way (or pairwise) testing [6]. We can consider each combination of parameter values to represent one possible interaction among these parameters. The rationale behind t-way testing is that not every parameter contributes to every fault, and many faults can be exposed by interactions involving only a few parameters.

To illustrate the concept of t-way testing, consider an elementary software system consisting of three Boolean parameters. Denote the two values of a Boolean parameter as 0 and 1. Fig. 1 shows a pairwise test set for this system. In the test set, each row represents a test, and each column represents a parameter (in the sense that each entry in a column is a value of the parameter represented by the column). It can be checked that each of the three pairs of columns, i.e., columns 1 and 2, columns 1 and 3, and columns 2 and 3, contains all four pairs of values of two Boolean parameters, i.e., \{00, 01, 10, 11\}. If all failures of the system are triggered by faulty interactions between at most two parameters, this test set would allow all the failures to be detected. Note that an exhaustive test set for this system would consist of \( 2^3 = 8 \) tests.

![Figure 1. A 2-way test set for 3 boolean parameters](image)

Existing work on t-way testing has mainly focused on pairwise testing, which aims to detect faults that are caused by interactions between any two parameters. However, faults can also be caused by interactions involving more than two parameters [10][11]. In order to effectively detect those faults, it is necessary to enable a higher strength of coverage. In this paper, we generalize an existing strategy, called In-Parameter-Order (or IPO), from pairwise testing to general t-way testing. The resulting strategy is referred to as In-Parameter-Order-General (or IPOG). A major challenge of our generalization effort is dealing with the combinatorial growth in the number of combinations of parameter-values. We describe a t-way testing tool called FireEye, and discuss design decisions that are made to enable an efficient implementation of the IPOG strategy. We also report several experiments that were conducted to evaluate the effectiveness of FireEye. In particular, we conducted an experiment that compared FireEye to several existing tools. The result of this experiment indicates that FireEye performed significantly better than the other tools for a real-life application.

The remainder of the paper is organized as follows. Section 2 briefly reviews existing work on t-way testing. Section 3 describes the IPOG strategy. An algorithm that implements the IPOG strategy is also presented in Section 3. Section 4 describes the FireEye tool, and discusses several key design decisions. Section 5 reports the design...
2. Related Work
Cohen et al. proposed a strategy, called Automatic Efficient Test Generator (or AETG), which constructs a test set by repeatedly adding one test at a time until all the combinations of parameter values are covered [4][5]. A greedy algorithm is used to construct the tests such that each test covers as many uncovered combinations as possible. Several variants of this strategy have been reported in the literature [2][17]. These variants share the same framework as AETG but use different heuristics for the greedy construction of each test [6]. In [13][16], we proposed the IPO strategy, which builds a pairwise test set for the first two parameters, extends the test set to cover the first three parameters, and continues to extend the test set until it builds a pairwise test set for all the parameters. Covering one parameter at a time allows the IPO strategy to achieve a lower order of complexity than AETG. Most recently, heuristic search techniques such as hill climbing and simulated annealing have been applied to multi-way testing [6]. Unlike AETG and IPO, which builds a test set from scratch, heuristic search techniques start from a pre-existing test set and then apply a series of transformations to the test set until a test set is reached that covers all the combinations. Heuristic search techniques can produce smaller test sets than AETG and IPO, but they typically take longer to complete.

In addition to computational approaches, algebraic approaches have also been reported. These approaches construct test sets using pre-defined rules. Some algebraic approaches compute test sets directly by a mathematical function. These approaches are generally extensions of the mathematical methods for constructing orthogonal arrays [1][14]. Informally, an orthogonal array of strength $t$ requires that every possible combination of any $t$ columns be covered exactly once. Therefore, an orthogonal array can be considered as an optimal $t$-way test set if we consider each row to represent a test and each column to represent a parameter. Other algebraic approaches are based on the idea of recursive construction, which allows larger test sets to be constructed from smaller ones [8][18].

Computational and algebraic approaches have their own advantages and disadvantages. Computational approaches can be applied to arbitrary system configurations, but they can be expensive as they involve explicit enumeration and there can be a large number of combinations to be enumerated. The computations involved in algebraic approaches are typically lightweight, and in some cases, algebraic approaches can produce optimal test sets. However, algebraic approaches often impose restrictions on the system configurations to which they can be applied.

Finally, many empirical studies have been reported on assessing the fault detection effectiveness of $t$-way testing. In [3], Burr and Young showed that pairwise testing achieves higher block and decision coverage than traditional methods for a commercial email system. In [7], Dalal et al. applied $t$-way testing to a telephone software system and showed that several faults can only be detected under certain combinations of input parameters. In [10][11], Kuhn et al. studied the actual faults in several software projects, and found that all the known faults are caused by interactions among 6 or fewer parameters.

3. The IPOG Strategy
In this section, we present the IPOG strategy. Our motivation for generalizing the IPO strategy is two-fold. First, we want to develop a testing strategy that can be applied to general software applications. Thus, the strategy should put no restrictions on the system configuration under test. This consideration favors computational approaches over algebraic approaches. (Recall from Section 2 that the former can be applied to an arbitrary system configuration, while the latter often has restrictions on the system configurations to which they can be applied.)

Second, general $t$-way testing has a more stringent demand on the time and space requirements than pairwise testing. This is because the number of combinations grows exponentially as the strength of coverage increases. This consideration favors the IPO strategy over other strategies such as AETG and heuristic search techniques. We also note that the IPO strategy is deterministic, i.e., it always produces the same test set for the same system configuration.

The framework of the IPOG strategy can be described as follows: For a system with $t$ or more parameters, the IPOG strategy builds a $t$-way test set for the first $t$ parameters, extends the test set to build a $t$-way test set for the first $t + 1$ parameters, and then continues to extend the test set until it builds a $t$-way test set for all the parameters. (The parameters can be in an arbitrary order.) The extension of an existing $t$-way test set for an additional parameter is done in two steps:

- **horizontal growth**, which extends each existing test by adding one value for the new parameter;
- **vertical growth**, which adds new tests, if needed, to the test set produced by horizontal growth.

Fig. 2 shows a test generation algorithm called IPOG-Test that implements this framework. The algorithm takes as input an integer $t$ and a set $ps$ of parameters, and produces as output a $t$-way test set for the parameters in set $ps$. It is assumed that the number $n$ of parameters in set $ps$ is greater than or equal to $t$. Fig. 3 shows an application of algorithm IPOG-Test to an example system for 3-way testing. This
Example system consists of four parameters $P_1, P_2, P_3,$ and $P_4$, where $P_1, P_2, P_3$ have two values 0 and 1, and $P_4$ has three values 0, 1, and 2. In the following, we will use this application as a running example to explain how algorithm IPOG-Test works.

Algorithm IPOG-Test begins by initializing test set $ts$ to be an empty set (line 1), and by putting the input parameters into an arbitrary order (line 2). Note that test set $ts$ will be used to hold the resulting test set. Next, the algorithm builds a $t$-way test set for the first $t$ parameters. This is trivially done by adding into test set $ts$ a test for each combination of values of the first $t$ parameters (line 3). In Fig. 3, the 3-way test set built for the first three parameters is shown in part (a), which contains all the 8 possible combinations of the first three parameters, i.e., $P_1, P_2,$ and $P_3$.

If the number $n$ of parameters is greater than the strength $t$ of coverage, the remaining parameters are covered, one at each iteration, by the outermost for-loop (line 4). Let $P_i$ be the parameter that the current iteration is trying to cover. We first compute the set $\pi$ of combinations that must be covered in order to cover parameter $P_i$ and $t-1$ parameters among the first $i-1$ parameters (line 5). Covering parameter $P_i$ means extending test set $ts$ so that it becomes a $t$-way test set for parameters $P_1, \ldots, P_{i-1}$, and $P_i$. Note that test set $ts$ is already a $t$-way test set for parameters $P_1, \ldots, P_{i-1}$. Thus, we only need to cover all the $t$-way combinations involving $P_i$ and any group of $t-1$ parameters among $P_1, \ldots, P_{i-1}$, which are the parameters that are already covered. For example, in Fig. 3, in order to cover $P_4$, we need to cover all the 3-way combinations of the following parameter groups, $(P_1, P_2, P_4)$, $(P_1, P_3, P_4)$, and $(P_2, P_3, P_4)$. We will not list each of the combination in those parameter groups, as they can easily be enumerated. Instead, we only point out that each of these groups has 12 combinations. Thus, there are in total 36 combinations in the set $\pi$ computed for Fig. 3.

The combinations in set $\pi$ are covered in the following two steps:

- Horizontal growth: This step extends each of the existing tests by adding a value for parameter $P_i$ (lines 7 - 10). These values are chosen in a greedy manner, i.e., at each step, the value chosen is one that covers the largest number of combinations in set $\pi$ (line 8). Each time a value is added, the set of combinations covered due to this addition are removed from set $\pi$ (line 9). For example, in Fig. 3, the 4th test is extended by adding the value 0 for $P_4$, which covers three combinations in set $\pi$: $(P_1.0, P_2.1, P_4.0)$, $(P_1.0, P_3.1, P_4.0)$, $(P_2.1,$}

```
Algorithm IPOG-Test (int $t$, ParameterSet $ps$)
{
    1. initialize test set $ts$ to be an empty set
    2. denote the parameters in $ps$, in an arbitrary order, as $P_1, P_2, \ldots, P_n$
    3. add into test set $ts$ a test for each combination of values of the first $t$ parameters
    4. for (int $i = t + 1; i \leq n; i += 1$) {
        5. let $\pi$ be the set of $t$-way combinations of values involving parameter $P_i$
        and $t-1$ parameters among the first $i-1$ parameters
        6. // horizontal extension for parameter $P_i$
            for (each test $\tau = (v_1, v_2, \ldots, v_{i-1})$ in test set $ts$) {
                7. choose a value $v_i$ of $P_i$ and replace $\tau$ with $\tau' = (v_1, v_2, \ldots, v_{i-1}, v_i)$ so that $\tau'$ covers the
                   most number of combinations of values in $\pi$
                8. remove from $\pi$ the combinations of values covered by $\tau'$
            }
        9. // vertical extension for parameter $P_i$
            for (each combination $\sigma$ in set $\pi$) {
                10. if (there exists a test that already covers $\sigma$) {
                        11. remove $\sigma$ from $\pi$
                    } else {
                        12. change an existing test, if possible, or otherwise add a new test
                            to cover $\sigma$ and remove it from $\pi$
                    }
            }
    13. return $ts$;
}
```

Figure 2: Algorithm IPOG-Test
P3.1, P4.0). Here notation Pi.v indicates that v is a value of parameter Pi. Note that if the 4th test was extended by adding the value 1 for P4, it would only cover two combinations in set π: { (P1.0, P2.1, P4.1), (P2.1, P3.1, P4.1)}. The reason is that the combination (P1.0, P3.1, P4.1) was covered by the 2nd test and thus was removed from set π when the 2nd test was extended.

- Vertical growth: This step covers the remaining uncovered combinations, one at a time, either by changing an existing test or by adding a new test (line 16). When we change a test to cover a combination, only don’t care values can be changed. A don’t care value is a value that can be replaced by any value without affecting the coverage of a test set. If no existing test can be changed to cover σ, a new test needs to be added in which the parameters involved in σ are assigned the same value in σ and the other parameters are assigned don’t care values. For example, in Fig. 3, after horizontal growth, combination (P1.1, P2.0, P4.0) has not been covered yet. No existing test can be found such that it can be changed to cover this combination. Thus, we create a new test (P1.1, P2.0, P3.-, P4.0), which is the 9th test in part (c), to cover this combination, where “-” denotes a don’t care value. Also note that (P2.0, P3.1, P4.0) is another combination that was not covered either after horizontal growth. This combination can be covered by changing the value of P3 from “-” to 1 in the 9th test.

Now we consider the complexity of algorithm IPOG-Test. The space complexity is dominated by the storage of π (line 5) for covering each new parameter. Let n be the number of parameters and d the largest domain size of the parameters. The space requirement for π is $O(d^t \times n^t - 1)$. The time complexity is dominated by horizontal extension. In Section 4, we describe a data structure for storing all the combinations. With this data structure, it takes $O(1)$ time to determine whether or not a t-way combination is already covered, and it takes $O(n^t - 1)$ time to determine the number of combinations covered by a test. Thus, it takes $O(d \times n^t - 1)$ to determine which value of the new parameter covers the most t-way combinations. As shown in [5] and supported by the experiments in Section 5, the number of tests generated by algorithm IPOG-Test is in $O\left( \frac{d^t \times \log n}{n^t} \right)$. Thus, the time complexity of horizontal extension, and that of the entire algorithm, is $O\left( \frac{d^t + 1 \times n^t - 1 \times \log n}{n^t} \right)$.

![Figure 3. An illustration of algorithm IPOG-Test](image)

\[ \begin{array}{cccc}
\text{P1} & \text{P2} & \text{P3} & \text{P4} \\
(0,0,0,0) & (0,0,0,0) & (0,0,0,0) & (0,0,0,0) \\
(0,0,0,0) & (0,0,0,0) & (0,0,0,0) & (0,0,0,0) \\
(0,0,0,0) & (0,0,0,0) & (0,0,0,0) & (0,0,0,0) \\
(0,0,0,0) & (0,0,0,0) & (0,0,0,0) & (0,0,0,0) \\
(0,0,0,0) & (0,0,0,0) & (0,0,0,0) & (0,0,0,0) \\
(0,0,0,0) & (0,0,0,0) & (0,0,0,0) & (0,0,0,0) \\
(0,0,0,0) & (0,0,0,0) & (0,0,0,0) & (0,0,0,0) \\
(0,0,0,0) & (0,0,0,0) & (0,0,0,0) & (0,0,0,0) \\
\end{array} \]


We built a t-way testing tool, called FireEye, which implements the IPOG strategy. FireEye is written in Java and consists of the following major components: (1) CombinatoricsHelper, which is a utility class that is responsible for all the computations related to combinatorics; (2) CombinationManager, which manages the combinations in a way such that they can be stored and checked efficiently; (3) TestEngine, which implements algorithm IPOG-Test; (4) TestGenerator, which drives the entire test generation process. FireEye also provides a graphic user interface (GUI) to facilitate the use of this tool. The GUI allows the user to create, edit, and inspect system configurations, to set up runtime options, and to view the resulting test sets.

Due to the combinatorial effect, the number of t-way combinations can be large. To enable an efficient implementation, these combinations must be managed carefully. In Section 4.1, we discuss how FireEye computes t-way combinations. In Section 4.2, we describe the data structure for storing these combinations in FireEye.

4.1 Computing T-Way Combinations

In order to cover a new parameter, we first need to compute the set π of t-way combinations involving the new parameter and t-1 parameters that have already been covered (line 5 of Fig. 2). In the following, we consider a more general problem: How can we compute all n-way combinations of values of m parameters, where $n \leq m$? Conceptually, this problem needs to be solved in two steps. First, we generate all possible combinations of n parameters out of m parameters. Second, for each combination of n parameters, we enumerate all possible combinations of values of these n parameters. In the
remainder of this paper, we will refer to a combination of parameters as a parameter combination, and a combination of parameter values as a value combination.

One approach to generating combinations of $n$ elements is to use a nested loop of $n$ levels, each iterating through the possible values of each element. This approach can be applied to generate both $n$-way parameter combinations, with care given to avoid generating the same combination of parameters in different orders, and $n$-way value combinations. This approach, however, suffers from the problem that such a nested loop must be hard-coded. As described below, FireEye uses a generic approach that allows parameter and value combinations to be generated without hard-coding any loops.

We first discuss how to generate parameter combinations. Consider each parameter vector as representing a parameter combination as follows: Each dimension takes on a binary value, 0 or 1, which indicates whether the corresponding parameter is included or excluded, respectively, in the parameter combination. For example, assume that there are 5 parameters $\{P0, P1, P2, P3, P4\}$. Then a parameter vector $10101$ represents a parameter combination $\{P0, P2, P4\}$. Thus, the problem of generating all the $n$-way parameter combinations is transformed to the problem of generating all the parameter vectors in which the number of 1s is exactly $n$.

One naive approach to solving the above problem is to enumerate all possible parameter vectors of $m$ dimensions, and then filter out those in which the number of 1s is not $n$. This enumeration can be accomplished as follows. Consider each vector to represent a numeric value, where each dimension represents a digit whose base is 2 and the significance of the digits decreases from left to right. Starting from a vector of all 0s, whose numeric value is 0, we can enumerate all the parameter vectors by repeatedly adding 1 until a vector of all 1s is reached. The addition of 1 to a vector can be done by setting the least significant digit whose value is 0 to 1 and changing all the digits that are less significant than g to 0. For example, let 10011 be a parameter vector. Observe that the third digit (from left) is the least significant digit whose value is 0. In order to add 1 to this vector, we change the third digit from 0 to 1, and set the last two digits to 0. Doing so results in a new vector 10100.

Instead of enumerating all possible parameter vectors and then filtering out invalid ones, FireEye implements a more efficient approach that only generates valid vectors, i.e., those in which the number of 1s is exactly $n$. The framework of our approach is similar to that of the naive approach, except for the following two differences. First, we start from a parameter vector in which the least significant $n$ digits are set to 1, instead of the vector of all 0s. For example, let $m = 5$, and $n = 3$. Then, we start from 00111. Note that such a parameter vector is the smallest one, in terms of its numeric value, that consists of 3 1s. Second, every time we derive a new parameter vector, we ensure that the number of 1s in the current vector is preserved. There are two cases to consider, depending on whether the last digit in the vector is 1 or 0.

- **Case 1:** If the last digit is 1, we find the least significant digit $g$ that is 0 and is followed by 1. Then, we change $g$ from 0 to 1 and the digit following $g$ from 1 to 0. For example, assume that the current vector is 01011. Then, the third digit (from left) is the least significant digit that is 0 and is followed by 1. Thus, we generate the next parameter vector by changing the third digit from 0 to 1 and the fourth digit from 1 to 0, which produces 01101. Note that this new vector is the smallest one that is greater than the current vector, in terms of their numeric values, and that preserves the same number of 1s.

- **Case 2:** If the last digit is 0, we find the least significant digit $g$ that is 0 and is followed by 1, which is similar to Case 1. At the same time, we count the number of 1s, say $c$, that appear before $g$. Then, we change $g$ from 0 to 1, and set the digits that are less significant than $g$ to 0, except for the last $n - c - 1$ digits, which are set to 1. For example, assume that the current vector is 10110. Then, the second digit (from left) is the least significant digit that is 0 and is followed by 1. Since the first digit is 1, $c = 1$. Thus, we generate the next parameter vector by changing the second digit from 0 to 1, and by setting the third and fourth digits to 0, and the last digit to 1, which results in 11001. Note that this new vector is the smallest one that is greater than the current vector, in terms of their numeric values, and that preserves the same number of 1s.

Next we discuss how to enumerate all possible value combinations for each parameter combination. Similar to the way we consider a parameter combination, we consider each value combination to represent a numeric value, where each dimension represents a digit whose base is the same as the domain size of the corresponding parameter and the significance of the digits decreases from left to right. Starting from a value combination of all 0s, whose numeric value is 0, we can enumerate all the value combinations by repeatedly adding 1 until we reach a value combination in which the value of each digit is its base value.
The addition of 1 to a value combination can be accomplished by incrementing the least significant digit whose value is less than its base minus 1 and setting all the digits that are less significant than g to 0. For example, assume that there are three parameters $P_1$, $P_2$, and $P_3$, each having three values. Let 112 be a value combination of the three parameters. The second digit is the least significant digit whose value is less than its base minus 1. We can add 1 to this combination by incrementing the second digit and by setting the last digit to 0, which results in a new value combination 120.

4.2 Storing T-Way Combinations

In this section, we describe the data structure used by FireEye for storing $t$-way combinations. On the one hand, we want the storage to be as compact as possible. On the other hand, we want to be able to quickly determine whether or not a given combination has been covered, which is the most frequently performed operation in algorithm IPOG-Test.

![Figure 4. A two-level hierarchy for storing combinations](image)

As shown in Fig. 4, the data structure is a hierarchy of two levels. At the first level is an array of pointers, each of which represents one possible parameter combination and points to a bitmap at the second level. The pointers are indexed in such a way that for a given parameter combination, we can directly compute its index and thus locate the corresponding pointer quickly without having to search through the array. We use an example to illustrate the indexing scheme. Assume that there are 4 parameters, $P_0$, $P_1$, $P_2$, and $P_3$. There are 4 combinations of 3 parameters out of the 4 parameters, and we index them in the following order: $(P_0, P_1, P_2)$, $(P_0, P_1, P_3)$, $(P_0, P_2, P_3)$, and $(P_1, P_2, P_3)$. The index of a given parameter combination $(P_i, P_j, P_k)$ can be computed using the following formula

$$3 \times i + 2 \times (j - i - 1) + (k - j - 1)$$

For instance, the index of $(P_0, P_2, P_3)$ is $3 \times 0 + 2 \times (2 - 0 - 1) + (3 - 2 - 1) = 2$. This formula can be easily generalized to any number of parameters.

At the second level, each bitmap has one bit for each value combination. The bit value 0 indicates that the corresponding value combination has not been covered yet, and the value 1 indicates that the corresponding value combination has already been covered. Again, we consider each value combination to represent a numeric value. The numeric value of a value combination is used to index the bit that corresponds to the combination.

In order to determine whether or not a given value combination is covered, we first find the pointer that points to the bitmap to which the value combination belongs. Then, we check the value of the bit corresponding to the combination in the bitmap. Both steps take constant time.

5. Experimental Results

Our experiments have two goals. First, we want to study the growth in the size of the test sets generated by algorithm IPOG-Test, as well as the time taken to produce those test sets, in terms of the strength of coverage, the number of parameters, and the domain size, respectively. Second, we want to compare the performance of FireEye to existing tools, both in terms of the size of the resulting test sets and the time taken to produce these test sets.

To accomplish the first goal, we applied FireEye to three series of system configurations. In the first series, the number of parameters is fixed to 10, the domain size of each parameter is fixed to 5, and the strength of coverage is varied from 2 to 6. In the second series, the strength of coverage is fixed to be 4, the domain size of each parameter is fixed to be 5, and the number of parameters is varied from 5 to 15. In the third series, the strength of coverage is fixed to be 4, the number of parameters is fixed to be 10, and the domain size is varied from 2 to 10.

Tables 1, 2 and 3 show the experimental results for the three series of system configurations, respectively. The columns in the three tables are self-explanatory. Note that the execution times are shown in seconds, and all the results were collected using a laptop running Windows XP with 1.6GHz CPU and 1GB memory.

In [5], it was shown that the growth in the size of a test set is in $O(d^t \log n)$, where $t$ is the strength of coverage, $d$ is the domain size, and $n$ is the number of parameters. We performed curve fitting analysis on the sizes of the test sets in the three tables. The analysis showed that our experimental results were consistent with the theoretical results. In particular, we note that the number of tests in a $t$-way test grows very quickly as the strength of coverage $t$ increases.

To accomplish the second goal, we identified the following existing tools that support $t$-way testing and are either open source or free for academic use: (1) Intelligent Test Case...
Handler (or ITCH), which is from IBM [19]; (2) Jenny, which is from www.burtleburtle.net [20]; (3) TConfig, which is from University of Ottawa [21]; and (4) Test Vector Generator (or TVG), which is from www.SourceForge.com [22]. Based on limited information available in the literature, ITCH implements a combination of several algebraic methods (the details of the combination are not known), and TConfig implements a recursive construction method. Both Jenny and TVG seem to implement a computational method, but the details of their algorithms are not clear. Note that all these tools are written in Java, except for Jenny, which is written in C.

<table>
<thead>
<tr>
<th>t-way</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>48</td>
<td>308</td>
<td>1843</td>
<td>10119</td>
<td>50920</td>
</tr>
<tr>
<td>Time</td>
<td>0.11</td>
<td>0.56</td>
<td>6.38</td>
<td>63.8</td>
<td>791.35</td>
</tr>
</tbody>
</table>

Table 1: Results for 10 5-value parameters for 2-6-way testing

We applied FireEye and the above tools to a Traffic Collision Avoidance System (TCAS) module. It implements part of an aircraft collision avoidance system specified by the Federal Aviation Administration, and has been used in other studies of software testing [9][12]. The TCAS module has twelve parameters: seven parameters have 2 values, two parameters have three values, one parameter has four values, and two parameters have 10 values. Table 4 shows the sizes of the test sets generated by each tool and the times taken to generate these test sets.

<table>
<thead>
<tr>
<th># of params</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>784</td>
<td>1064</td>
<td>1290</td>
<td>1491</td>
<td>1677</td>
<td>1843</td>
<td>1990</td>
<td>2132</td>
<td>2254</td>
<td>2378</td>
<td>2497</td>
</tr>
<tr>
<td>Time</td>
<td>0.19</td>
<td>0.45</td>
<td>0.92</td>
<td>1.88</td>
<td>3.58</td>
<td>6.38</td>
<td>10.83</td>
<td>17.52</td>
<td>27.3</td>
<td>41.71</td>
<td>61.26</td>
</tr>
</tbody>
</table>

Table 2: Results for 5 to 15 5-value parameters for 4-way testing

<table>
<thead>
<tr>
<th># of values</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>46</td>
<td>229</td>
<td>649</td>
<td>1843</td>
<td>3808</td>
<td>7061</td>
<td>11993</td>
<td>19098</td>
<td>28985</td>
</tr>
<tr>
<td>Time</td>
<td>0.16</td>
<td>0.547</td>
<td>1.8</td>
<td>6.33</td>
<td>16.44</td>
<td>38.6</td>
<td>83.96</td>
<td>168.37</td>
<td>329.36</td>
</tr>
</tbody>
</table>

Table 3: Results for 10 parameters with 2 to 10 values for 4-way testing

The execution times are shown in seconds, if not specified otherwise. The sizes of some test sets are not available, shown as NA, as their construction seems to take an excessive amount of time. In all cases, FireEye has performed better than the other tools, both in terms of the sizes of the test sets and the execution times. In several cases, FireEye has performed substantially better, especially for 5- and 6-way testing. If we compare FireEye to a particular tool, the extent to which FireEye outperformed increases as the strength of coverage increases.

6. Conclusion and Future Work

We consider t-way testing to be a very promising testing technique for several reasons. First, as a specification-based technique, it requires no knowledge about the implementation under test. Moreover, the specification required by t-way testing is lightweight, as a basic system configuration only needs to identify the input parameters and the possible values of each of those parameters. Second, t-way testing can be very effective for various types of applications. Kuhn et al. studied actual faults in several industrial applications, showing that all the known faults in these applications are caused by up to 6-way interactions [11]. Finally, test input generation for t-way testing can be automated as a push-button feature, which is a key to industrial acceptance.

<table>
<thead>
<tr>
<th>t-way</th>
<th>FireEye</th>
<th>ITCH</th>
<th>Jenny</th>
<th>TConfig</th>
<th>TVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>Time</td>
<td>Size</td>
<td>Time</td>
<td>Size</td>
<td>Time</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>0.8</td>
<td>120</td>
<td>0.73</td>
<td>108</td>
</tr>
<tr>
<td>3</td>
<td>400</td>
<td>0.36</td>
<td>2388</td>
<td>1020</td>
<td>413</td>
</tr>
<tr>
<td>4</td>
<td>1361</td>
<td>3.05</td>
<td>1484</td>
<td>5400</td>
<td>1536</td>
</tr>
<tr>
<td>5</td>
<td>4219</td>
<td>18.41</td>
<td>NA</td>
<td>&gt;1 day</td>
<td>4580</td>
</tr>
<tr>
<td>6</td>
<td>10919</td>
<td>65.03</td>
<td>NA</td>
<td>&gt;1 day</td>
<td>11625</td>
</tr>
</tbody>
</table>

Table 4: Results of different tools for the TCAS configuration
We are continuing our work in the following directions. First, the IPOG strategy needs to explicitly enumerate all possible combinations. When the number of combinations is large, explicit enumeration can be prohibitive. We are developing techniques to reduce the number of combinations that are enumerated. Second, we are extending algorithm IPOG-Test to support parameter relations and constraints. Parameter relations are used to avoid exercising combinations between parameters that do not interact with each other. Parameter constraints are used to exclude combinations that are not meaningful from the domain semantics. Finally, t-way testing can generate a large number of tests, which makes it impractical to manually execute the tests and evaluate their results. We plan to integrate our test generation tool with other tools to automate the entire testing process, i.e., including test generation, test execution, and test evaluation.
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Abstract

Computer-based systems, especially multi-agent systems which incorporate multi-agents physically distributed, can be represented as event structures. We propose an action-based event structure logic which is an appropriate approach specifying the action behaviors that cause states change. We discuss the symmetry of event structures. The symmetry reduction technique is used to reduce an event structures to get a simple quotient structure through the equivalence class induced by a permutation group. The action-based event structure formulas without confliction modality can be easily verified on the quotient structure for multi-agent systems.
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1. Introduction

Computer-based systems controlling from mobile phones to airplanes, have been used in many fields such as banks, governments and arms, undertaking the task of information collection, mathematical computation and weather forecasting. In many instances, errors in such systems can bring dramatic consequences. Hence, the demand and guarantee for error-free designs is very urgent. Naturally, as a response, the well-known methodology of model checking developed by Clarke and Emerson [2] makes much promise.

As we know, model checking has made great progress in finite-state concurrent systems. From a concurrent point of view, computer-based systems may be also a type of concurrent systems containing multi-components (or agents) physically distributed. However, there are something different between them need to pay attention. In most instances, action based models are more suitable for modelling of computer-based systems in contrast to widely applied state-based models of finite-state concurrent systems. The most common instantiations of action-based models are event structure which alleviate the state space explosion problem in system verification due to its partial ordered structure [18]. In this endeavor, event structures can be used as models, and the model checking of event structures provide guarantee for correctness of computer-based systems.

However, there are still two problems must be solved. First, in order to specify the property of computer-based systems, an action-based logic for event structures must be established. Second, even for a simple computer-based system, the event structure for it may be too complex and thus hard to used in model checking. In fact, there are many logic systems for event structures. For example, ESL and ESL[C].

The first logic dealing with n-sequential event structures called SESL (Sequential Agent Event Structure Logic) was proposed by Lodaya and Thiagarajan [6] in 1987. Then Penczek presented a logic called ESL (Event Structure Logic) based on unrestricted event structures [16, 15]. Then many variant of event structure logic have been proposed to enhance the expressiveness. For example, ESL[δ] (ESL with a run proposition) can express the eventuality property, DESL (Discrete Event Structure Logic) can reason about discrete event structures, and ESL[C] (ESL with a concurrency operator) can capture the concurrency relation [9, 8, 15, 13]. Interpreted over labelled prime event structures, a temporal logic termed logic of causal knowledge was defined in [14]. In addition, first-order logic FOL and monadic second-order logic MSOL were defined in [7] over regular trace event structures. These languages have been widely applied in computer science and other fields and have made great progress.

But, these logics are all purely state-based logics. The basic building blocks of these logics are state propositions, and therefore do not fit well to the specification of action-based behaviors which are important for many computer-
based systems.

Some action-based approaches have been developed to capture the reason for state transition. [11] is the first paper discussing how to transform the state-based branching-time logic $CTL^*$ (Computation Tree Logic) to action-based $CTL^*$. Most of linear and branching-time temporal logics have action-based counterparts. See [10] for a review. Interpreted over prime event structures and based on pomset modalities, two partial-order logic systems were defined in [4, 17], which are used to characterize history preserving bisimulation on event structures. These two logics are action-based. However, the logics depend on individual event structure, and therefore are not general languages for specifying computer-based systems. We are unaware of any other event structure logic that is action-based.

In this paper, we propose an action-based event structure logic (for short, aESL[C]) which is actually an extension of event structure logic with concurrency (ESL[C]). We extend ESL[C] by modifying the set of atomic propositions which can be divided into two groups with respect to their properties. These are atomic state propositions and atomic action propositions. Atomic state propositions were inherited from atomic propositions of ESL[C], whereas atomic action propositions represent the reasons that actually cause state change. The logic describing in this paper can be used to explaining the relation between actions and states, and the interactive behaviors between agents.

Some special axioms corresponding to the interpretation of action propositions are added to original proof system. Then, we show that the axiom system is sound and complete. This is the first paper extending logics on event structure with action propositions. Due to its nice features, the logic can be used to capture the interactive behaviors of computer-based systems. We believe that the action-based event structure logic is a useful contribution to the area of reasoning about action executions of computer-based systems.

To solve the second problem, we introduce the symmetry reduction technique. The conception of permutation groups [3] is used to partition the prime traces of an event structure and thus to get a simple quotient structure. The quotient structure can be used to verify the properties except the confliction relation, since the quotient structure does not preserve the conflict property. We believe that the introduction of permutation groups to event structure is an useful step.

The rest of this paper is organized as follows: Section 2 simply introduces the basic conception of prime event structures. The action-based event structure logic aESL[C] is presented in Section 3. Section 4 discussed the symmetry reduction of event structures. Section 5 discusses the event structure and its quotient structure. The model checking is given in Section 6. The last section summarizes the paper.

2. Basic definitions of event structures

We start with the definition of event structures which we use throughout this paper. Only the basic concepts of prime event structures which were introduced firstly by [12] are sketched here.

Now, the main concepts of prime event structures [1] are introduced. Let $Act$ be a set of actions, assume that each action has a unique name in $Act$.

Definition 2.1 (Prime Event Structure)

A (labeled) prime event structure $E$ is a 4-tuple $(E, \tau, \preceq, l)$ with

- $E$, a set of events,
- $\tau \subseteq E \times E$, is an irreflexive and symmetric relation, conflict relation,
- $\preceq \subseteq E \times E$, is a partial order, the causality relation.
- $l : E \rightarrow Act$, the action-labeling function.

such that for all event $e \in E$

1. $\{e' \mid e' \preceq e\}$ is finite,
2. $\forall e', e'' \in E : (e\tau e' \land e' \preceq e'') \Rightarrow e\tau e''$.

An event structure represents a computer-based system in the following way: the action names are in accordance with the activities which the system may perform, an event labelled $a \in Act$ stands for a particular occurrence of action $a$, $e \preceq e'$ denotes that in any computation, $e'$ can occur only if $e'$ has already occurred, $e\tau e'$ means that $e$ and $e'$ can never occur together in the same run.

The first condition of Definition 2.1 states that the number of causes for any event should not be infinite. The second condition, known as conflict inheritance property, states that if an event $e$ is in conflict with some event $e'$, then it is in conflict with all causal successors of $e'$.

The concurrence relation $co$ can be derived as follow:

$$co \overset{def}{=} E \times E - (\succeq \cup \preceq \tau),$$

where $\succeq$ denotes the reverse of causality relation.

It is useful to define one more auxiliary relation. Then, the immediate conflict relation $\tau_m$ is defined as follows: $e \tau_m e' \overset{def}{=} e\tau e'$ and $\forall e_1, e'_1 \in E : (e_1 \preceq e) \land (e'_1 \preceq e') \land (e_1 \tau e'_1) \Rightarrow (e_1 = e) \land (e'_1 = e')$ [5]. The definition can be used to get the conflict relation of a quotient structure.

Clearly, two event structures $E_1 = (E_1, \tau_1, \preceq_1, l_1), E_2 = (E_2, \tau_2, \preceq_2, l_2)$ are isomorphic, denoted $E_1 \cong E_2$, iff there exists a bijection: $f : E_1 \rightarrow E_2$ between $E_1$ and $E_2$ and preserving their action labels, causality and confliction relation.
A configuration is a set of events that have happened during a specific run of the event structure. Conceptually a configuration can also be viewed as a global state.

**Definition 2.2 (Configuration)** Let $\mathcal{E}$ be an event structure.

- $X \subseteq E$ is left-closed, iff $\forall e, e' \in E: e \in X \land e' \preceq e \Rightarrow e' \in X$.
- $X \subseteq E$ is conflict-free iff $\forall e, e' \in X: \neg(e \# e')$.
- $X \subseteq E$ is a configuration of $\mathcal{E}$, iff $X$ is conflict-free and left-closed. Let $\text{Conf}(\mathcal{E})$ denotes the set of all configuration of $\mathcal{E}$.

A configuration should be conflict free since conflicting events can never occur together in the same computation. For any event $e \in E$, $\downarrow e$ is defined as $\{e' \mid e' \preceq e\}$. In addition, all causal events of $e$ in a configuration must be contained in the configuration.

### 3. Action-based event structure logic

#### 3.1. Syntax

Let $\text{Act} = \{a, b, \ldots\}$ denote the set of actions. We fix $\mathcal{P} = \{p, q, \ldots\}$, a countably infinite set of atomic state propositions, and we also fix a set of atomic action propositions $\mathcal{A} = \{\hat{a} \mid a \in \text{Act}\}$. We assume that $\mathcal{A}$ is disjoint with $\mathcal{P}$, and set $\mathcal{P}_A = \mathcal{P} \cup \mathcal{A}$, $\mathcal{P}_A$ is the set of atomic propositions. We let $p, q$ with or without subscripts range over $\mathcal{P}$, and let $a, b$ with or without subscripts range over $\mathcal{A}$. The set $\mathcal{F}_{a\text{ESL}}$ of formulas of action-based event structure logic (for simple, $a\text{ESL}(C)$) can now be built up inductively.

**Definition 3.1 (Formula)**

- **F1** Every action proposition $\hat{a} \in \mathcal{A}$ is a formula.
- **F2** Every state proposition $p \in \mathcal{P}$ is a formula.
- **F3** If $\alpha$ and $\beta$ are formulas, them so are $\neg \alpha$ and $\alpha \land \beta$.
- **F4** If $\alpha$ is a formula, them so are $\Box \alpha$, $\Diamond \alpha$.
- **F5** If $\alpha$ is a formula, them so are $\Box^2 \alpha$, $\Diamond^2 \alpha$.

The last four clauses are the same as definitions of $\text{ESL}[C]$. The basic difference is that the atomic propositions in our logic consists of two parts, the one has no difference with the set of atomic propositions of $\text{ESL}[C]$, another is a new one which describe the property of actions.

The definitions of logical connectives and modalities such as $\lor$, $\leftrightarrow$, and $\diamond$ etc., is also the same as those of $\text{ESL}[C]$.

For example,

- $\Box \alpha \overset{\text{def}}{=} \neg \Diamond \neg \alpha$,
- $\Diamond \alpha \overset{\text{def}}{=} \neg \Box \neg \alpha$,
- $\Diamond^2 \alpha \overset{\text{def}}{=} \neg \Box^2 \neg \alpha$.

We can extend the definition of atomic action formula to a subset of $\text{Act}$.

**Definition 3.2** Let $A \subseteq \text{Act}$, then action formula $\hat{A}$ of $A$ is defined as follows:

$$\hat{A} \overset{\text{def}}{=} \bigvee_{\forall a, a' \in A} \hat{a}.$$  

#### 3.2. Semantics

We start with the definition of frames.

**Definition 3.3** A frame of $Fr = (E, \#, \preceq, l)$ is an arbitrary event structure.

Note that in some literatures $(ES, LC_{ES})$ where $ES$ is an event structure and $LC_{ES}$ is a configuration structure, is used as frame instead of an arbitrary event structure, but as for prime event structure, this does not change the idea.

**Definition 3.4** A model is an ordered pair $M = (Fr, V)$, where

- $Fr = (E, \#, \preceq, l)$ is a frame,
- $V : E \rightarrow 2^\mathcal{P}$ is a valuation function.

Let $M = (Fr, V)$ be a model with $Fr = (E, \# , \preceq, l)$. Let $p \in \mathcal{P}$, $\hat{a} \in \mathcal{A}$, and $\alpha, \beta \in \mathcal{F}_{a\text{ESL}}$. Then the notion of a formula $\alpha$ being true at event $e \in E$ in the model $M$, written as $M, e \models \alpha$, is defined inductively as follows:

- **F1** $M, e \models \hat{a}$ iff $l(e) = a$.
- **F2** $M, e \models p$ iff $p \in V(e)$.
- **F3** $M, e \models \neg \alpha$ iff $M, e \not\models \alpha$.
- $M, e \models \alpha \land \beta$ iff $M, e \models \alpha$ and $M, e \models \beta$.
- **F4** $M, e \models \Box \alpha$ iff $\forall e' \in E, e \preceq e'$ implies $M, e' \models \alpha$.
- $M, e \models \Box^2 \alpha$ iff $\forall e' \in E, e \preceq e'$ implies $M, e' \models \alpha$.
- **F5** $M, e \models \Diamond \alpha$ iff $\forall e' \in E, e \# e'$ implies $M, e' \models \alpha$.
- $M, e \models \Diamond^2 \alpha$ iff $\forall e' \in E, e \# e'$ implies $M, e' \models \alpha$.

We only explain the first clause, since the others are standard in $\text{ESL}[C]$ and need no explanations. The first clause states that an atomic action proposition $\hat{a}$ is true at event $e$, only if the label of $e$ is $a$.
Obviously, any two atomic action propositions are inconsistent, they cannot be satisfied at an event together.

We also wish to draw attention to the semantics of propositions such as \( \hat{A} \).

- \( M, e \models \hat{A} \) if \( (\exists a \in A) \), \( M, e \models \hat{a} \).

The meaning of this clause is that if \( \hat{A} \) is true at event \( e \), then there exists exactly in \( A \) one action labeling \( e \).

The notions of satisfiable and valid are standard and not discussed here.

### 3.3. The proof system for aESL[C]

In order to reason about action based behaviour, the axioms of \( aESL[C] \) should contain not only the axioms inherited from \( ESL[C] \), but also some new axioms which characterize property related to (atomic) action propositions. In this paper, we only present the new axioms and then provide some explanatory remarks.

**Axioms:**

\[ A1 \hat{a} \rightarrow \neg \hat{b} \]

\[ A2 \text{ True} \rightarrow \hat{\text{Act}} \]

Axiom A1 indicates that any two atomic action propositions are inconsistent, and axiom A2 states that for each consistent formula, at least one atomic action proposition is satisfiable. Now, we give some properties of action propositions.

**Lemma 3.5** Suppose \( a, b \in \text{Act} \), \( A, B \subseteq \text{Act} \), then

1. \( \neg \hat{a} = \hat{\text{Act}} - \{a\} \), \( \neg \hat{A} = \hat{\text{Act}} - A \),
2. \( \hat{a} \wedge \hat{b} = \text{False} \),
3. \( \hat{a} \wedge \hat{A} = A \cap \{a\} \), \( \hat{A} \wedge \hat{B} = A \cap B \),

**Proof:** The result follows by appealing to the definition and semantics of action propositions and axioms A1, A2. \( \Box \)

**Theorem 3.6 (Soundness w.r.t. the models)**

For any set \( L \) of formulas and for any formula \( \alpha \) in \( F_aESL \), the following statements hold:

1. \( \vdash \alpha \), then \( \models \alpha \).
2. \( L \vdash \alpha \), then \( L \models \alpha \).
3. If \( L \) is satisfiable in a model. then \( L \) is consistent.

**Proof:** 1. We will just argue for the soundness of the new two axioms A1 and A2.

Let \( M = (Fr, V) \) be a model with \( Fr = (E, \leq, l) \). Let \( e \in E, a, b \in A \), and \( \alpha \in F_{EESL} \). First consider A1, suppose \( \alpha = \hat{a} \) and \( M, e \models \hat{a} \). According to the semantics of atomic action propositions, \( l(e) = a \). Since each action name is unique, \( a \neq b \), that is, \( l(e) \neq b \), thus \( M, e \models \neg \hat{b} \). Therefore axiom A1 is soundness.

Next consider A2. A2 states that \( \hat{\text{Act}} \) is a tautology. Let \( e \) be an arbitrary event, \( l(e) \in \text{Act} \). Without the loss of generality, let \( l(e) = a \), then \( \forall e \in E, \exists a \in \text{Act} : M, e \models \hat{a} \).

According to the definition for \( \hat{\text{Act}} \), it always holds, thus \( \models \hat{\text{Act}} \). Hence, axiom A2 is soundness.

**Theorem 3.7** The axiom system for \( aESL[C] \) is complete.

Since the proof for completeness of \( aESL[C] \) is not the goal of this paper, we give only the conclusion and won’t discuss it here. \( \Box \)

### 3.4. EESL[C]-Simplified form of aESL[C]

The formulas of \( aESL[C] \) contain not only action propositions, but also state propositions. This may bring confusion between states and action executions, and the relation between action propositions and state propositions shows no clear and runs beyond comprehension. Thus, we won’t hope the occurrence of action propositions in the formulas. We modify the modalities, by replacing \( \square, \Box, \Box^A \), and \( \Box^c \) with \( \square_A, \Box_A, \Box^A_A \), and \( \Box^c_A \) respectively, where \( A \subseteq \text{Act} \). We add a new modality \( \hat{A} \) which represents the present state within the constraint of actions set \( A \).

**Definition 3.8** The definitions of \( \hat{A}, \square_A, \Box_A, \Box_A^A, \) and \( \Box_A^c \)
are as follows:

- \( \hat{A} \alpha \overset{\text{def}}{=} \hat{A} \wedge \alpha \),
- \( \square_A \alpha \overset{\text{def}}{=} \square(\hat{A} \alpha) = \square(\hat{A} \wedge \alpha) \),
- \( \Box_A \alpha \overset{\text{def}}{=} \Box(\hat{A} \alpha) = \Box(\hat{A} \wedge \alpha) \),
- \( \Box_A^A \alpha \overset{\text{def}}{=} \Box^A(\hat{A} \alpha) = \Box^A(\hat{A} \wedge \alpha) \),
- \( \Box_A^c \alpha \overset{\text{def}}{=} \Box^c(\hat{A} \alpha) = \Box^c(\hat{A} \wedge \alpha) \),

where \( \alpha \) is a formula including no action propositions.

This type of expressions without explicit action propositions can be viewed as a new logic system. We call the new logic extended event structure logic (EESL[C]), and denote the set of formulas of EESL[C] as \( F_{EESL} \).
We discover, however, that the set $F_{aESL}$ of formulas of $aESL[C]$ is actually equivalent to $F_{ESL}$. It is an interesting thing, we’ll show it in the following paragraph.

**Theorem 3.9** $F_{ESL} = F_{aESL}$.

Proof: The proof of this theorem consists of two parts. We’ll show that $F_{ESL}$ is a subset of $F_{aESL}$. According to Definition 3.8, it is obvious.

Then, we prove that $F_{aESL}$ is a subset of $F_{ESL}$. It can be obtained inductively by the construction of formulas of $aESL[C]$.

If $\alpha$ is an action atomic proposition, then $\alpha$ can be expressed as $\{a\} \land True$, where $A = \{a\}$, then $\alpha = A \land True \in F_{ESL}$.

For any $p \in P$, it can be written as $\hat{Act} \land p$, and $A = \hat{Act}$, thus $p \in F_{ESL}$.

If $\alpha, \beta \in F_{ESL}$, then $\alpha \land \beta \in F_{ESL}$. Since $\alpha$ can be written in the form $\alpha' \land \alpha'$, and $\beta$ as $\beta' \land \beta'$, it is obvious that $\alpha' \land \beta' \land (\alpha' \land \beta') \in F_{ESL}$.

So, formula $\alpha \land \beta$ belongs to $F_{ESL}$.

In the same way, we can testify that if $\alpha \in F_{ESL}$, then $\Box \alpha$, $\Box \Box \alpha$, and $\Box \land \alpha \in F_{ESL}$. Thus, we get the result.

Then, $F_{ESL} = F_{aESL}$. □

Since $aESL[C]$ and $ESL[C]$ represent the same logic, in the following text, we use $aESL[C]$ as the unique name of this logic.

**Theorem 3.10** $F_{ESL} \subseteq F_{aESL}$.

Here, $F_{ESL}$ denotes the set of formulas of $ESL[C]$.

Proof: In fact, each formula of $ESL[C]$ either has a counterpart in the $aESL[C]$ or can be expressed by a formula by replacing the modalities with the corresponding modalities where the subscript $A = \hat{Act}$. Thus, this lemma is clearly correct.

So, $aESL[C]$ is strictly more expressive than $ESL[C]$.

### 3.5. Expressiveness of $aESL[C]$

Since $ESL[C]$ is a subset of $aESL[C]$, all the properties expressible in ESL are obviously expressible in $aESL[C]$. Such as, safety property can be expressed as $\Box \alpha$ which states that $\alpha$ holds at all events of an event structure. $\Box \Box \alpha$ expresses properties about concurrency relation. Moreover, properties relating action to state can be specified. In this section we will introduce a new conception for event structures: safety property under a set $A$ of actions.

**Definition 3.11** Let $M = (E, V)$ be a model where $E = (E, \preceq, \leq, l)$ is an event structure, $Act$ is the set of actions and $P$ is a set of atomic state propositions, $B \subseteq E$ and $p \in P$.

1. $e \in E$ is $p$-safe iff $p \notin V(e)$,

2. $B$ is $p$-safe iff $\forall e \in B$, $e$ is $p$-safe,

3. Model $M$ is $p$-safe iff $\forall e \in E$, $e$ is $p$-safe.

**Definition 3.12** Let $M = (E, V)$ be a model where $E = (E, \preceq, \leq, l)$ is an event structure, $Act$ is the set of actions and $P$ is a set of atomic state propositions, $A, B \subseteq E$ and $p \in P$.

1. $e \in E$ is $p$-safe under $A$ iff $l(e) \in A$ implies $p \notin V(e)$,

2. $B$ is $p$-safe under $A$ iff $\forall e \in B$, $e$ is $p$-safe under $A$,

3. Model $M$ is $p$-safe under $A$ iff $\forall e \in E$, $e$ is $p$-safe under $A$.

Through the comparison between definitions of safety and safety under a set $A$ of actions, we notice that the former is more strict than the latter. That is to say, for some safe restriction $p$, one model which is $p$-safe must be $p$-safe under any set of actions, the reverse, however, may not be correct. This characteristic is useful in the specification of multi-agent system. We will show an example in the following paragraph.

![Figure 1. A simple event structure](image-url)

**Example 1** Consider an event structure in Fig 1. This structure contains two agents: producer and consumer. The producer continues providing data to a buffer. This behavior can be expressed as an action $p$. Once the buffer fulling of data, the producer sends a signal to consumer, this behavior denoted as action $s$. The consumer continues computing the data (action label: $c$) until getting a signal from producer. Then producer read data from the full buffer (action label: $r$).

Circles in the figure denote events. Text within the circle represents an action label of the event. Symbol outer of the circle is atomic state proposition: valuation of the event. Thus, $\{p, s\}$ is the set of producer’s actions, while the set of actions of the consumer is $\{c, r\}$. The casual relation in figure 1 is expressed by arrow lines, and the conflict relation is depicted by dashed.
4. Symmetry reduction in event structures

Generally, a permutation group is defined on the basis of a symmetric group.

Definition 4.1 (symmetric group) Let $X$ be a set, then $S_X := \{f : X \rightarrow X \mid f$ is a bijection$\}$ is a group with the compositions of maps as the binary operations. $S_X$ is called a symmetric group on $X$.

Here, for any bijection $f \in S_X$, $f$ is called a permutation.

Definition 4.2 (permutation group) Let $S_X$ be the symmetric group on the set $X$, any subgroup of $S_X$ is called a permutation group on $X$.

Now, we know that a permutation group over a set $X$ consists of bijections: $X \rightarrow X$ and their compositions as the binary operations. Obviously, a symmetric group is a special permutation group. A permutation group over a set has good properties, in particular, it can induce an equivalence relation. This property is easily proved [19].

Definition 4.3 Let $G$ be a permutation group on the set $X$ and $R$ be a relation on $X$. $R$ is an equivalence relation, if there exists a permutation $f \in G$ such that $R = \{(a, b) \mid f(a) = b\}$.

The equivalence classes induced by an equivalence relation on a set form a partition of this set. Thus, given a set $X$, if there exists a permutation group on the set $X$, the permutation group can induce a partition of the set $X$. In this paper permutation groups are used to partition the set of events in an event structure so that we can use equivalence classes of events to investigate symmetry in the event structure.

4.1. Automorphism groups

Definition 4.4 (automorphism) Let $E = (E, \preceq, \preceq, l)$ be an event structure and let $G$ be a permutation group on the event set $E$. A permutation $f \in G$ is said to be an automorphism of $E$ if $f$ satisfies the following condition: $\forall e_1, e_2 \in E$:

- $e_1 \preceq e_2 \Rightarrow f(e_1) \preceq f(e_2)$,
- $e_1 \npreceq e_2 \Rightarrow f(e_1) \npreceq f(e_2)$,
- $l(e_1) = l(f(e_1))$.

A permutation group $G$ is called an automorphism group for the event structure $E$ iff every permutation $f \in G$ is an automorphism of $E$. Notice that because every $f \in G$ has an inverse, which is also an automorphism.

It is easy to see that if every permutation of the group $G$ is an automorphism of $E$, then the group $G$ is an automorphism group for $E$.

4.2. Quotient structure of an event structure

Let $G$ be a permutation group acting on the event set $E$ and let $e \in E$ and $\sim_G$ be the equivalence relation induced by $G$, then the equivalence class of an event $e \in E$ is defined as an events set $\theta(e) = \{e' \mid \exists f \in G : f(e) = e'\}$, which is called an orbit. Intuitively, the quotient structure $E_G$ of an event structure $E$ is obtained by collapsing all the events in one orbit to a single event of quotient structure. Next, we will give the formal definition of quotient structure of an event structure.

Definition 4.5 (quotient structure of an event structure) Let $E = (E, \preceq, \preceq, l)$ be an event structure and let $G$ be an automorphism group on the set $E$. The quotient structure $E_G = (E_G, \preceq_M, \preceq, l_G)$ of $E$ is defined as follows:

- $E_G = \{\theta(e) \mid e \in E\}$, the set of orbits of the events in $E$,
- $\preceq_G = \{(\theta(e_1), \theta(e_2)) \mid (e_1, e_2) \in \preceq_M\}$, $\preceq_M$ is the immediate conflict relation of $E$,
- $l_G(\theta(e)) = l(e)$.

Note that the relation $\preceq_G$ does not represent the conflict relation, however, it is just the sign that the events in “conflict” can not occur adjacently. We can also define in quotient structure another conflict relation $\preceq'_G$, for example, let $\preceq'_G = \{(\theta(e_1), \theta(e_2)) \mid (e_1, e_2) \in \preceq\}$. In fact, the definition of $\preceq'_G$ says that two events have the relation $\preceq'_G$ can not be executed concurrently, which does little help to model reduction.

We hope that the quotient structure preserves all the properties of the original event structure. Unfortunately, the quotient structure $E_G$ does not need to be an event structure since the conflict inheritance property may not preserve. However, the quotient event structure $E_G$ provides some useful information. It is easy to check that $E_G$ preserves all the properties of $E$ except possibly the conflict relation. Instead, $E_G$ satisfies another important condition which preserves the immediately conflict relation and
makes it possible to prove $E_G$ to be modally equivalent to $E$. The modally equivalence can be used to verify the property with related to conflict relation. We won’t consider the question in this paper.

5. Computer-based systems and their event structures

We consider only K-sequential agents systems. That is to say, agents of a computer-based system can behave concurrently, however, each of them is sequential. First, the definition of K-sequential agents systems is given.

5.1. K-sequential agents systems

Definition 5.1[20] A K-sequential agents system is a structure $P$ with the following components:

- $K$ is a finite set of agents (or components),
- for each agent $i \in K$, a finite non-empty set $S_i$, called a set of local state of the agent $i$,
- for each agent $i \in K$, $s_0^i \in S_i$ is the initial state of the agent $i$,
- for each nonempty agent set $X \subseteq K$, $i \in K$, $\Gamma_X \subseteq (\prod_{i \in X} S_i)^2$ is transition relation.

The transition relation $\Gamma_X$ models the events in which all agents in $X$ participate. For each transition $t = (s, s')$, proc(t) denotes the set of agents involved in executing $t$. Let $\Sigma = \bigcup_{X \subseteq K} \Gamma_X$. The independency relation $I \subseteq \Sigma \times \Sigma$ of transitions is defined as follows: $(t, t') \in I$ if and only if $\text{proc}(t) \cap \text{proc}(t') = \emptyset$. Thus, $(\Sigma, I)$ is an independence alphabet. The dependency relation $D = \Sigma \times \Sigma - (I \cup id_{\Sigma})$. The immediate dependency relation $D_m = \{(t, t') \in D \mid \text{in}(t)|_i = \text{in}(t')|_i$, for some $i \in \text{proc}(t) \cap \text{proc}(t')\}$, where $s_i$ denotes the projection of $s$ to the $i$-component.

Let $GS = \prod_{i \in K} S_i$ be the set of global states of $P$. A transition $t = (s, s') \in \Gamma_X$ is said to be enabled from a global state $g \in GS$, denoted as $t \in \text{enabled}(g)$, if $g|_X = s$. $T$ denotes the set of all traces over $(\Sigma, I)$.

Given two global states $g, g' \in GS$, $g \xrightarrow{t} g'$ iff for some $Y \subseteq K$, $t = (g|_Y, g'|_Y) \in \Gamma_Y$ and $g|_{K-Y} = g'|_{K-Y}$. An execution sequence $w = t_0...t_n \in \Sigma^*$ of $P$ is a finite sequence of transitions such that there is a sequence of global states $\xi = g_0g_1...g_n$ of $P$ with $g_0 = (s_0^{K-n})$, and $g_i \xrightarrow{t_i} g_{i+1}$, for each $i < n$.

Now, consider the traces of a K-sequential system $P$. First, define $\equiv$ as the least congruence in the string monoid $(\Sigma^*, \circ, \varepsilon)$ where $\circ$ denotes the concatenation operation such that $\forall a, b \in \Sigma: (a, b) \in I \Rightarrow ab \equiv ba$. Then, a trace is an equivalence class induced by $\equiv$. The trace generated by a transition $t$ is denoted as $[t]$. Let $\Sigma^* = \{[w] \mid w \in \Sigma\}$ be the set of all traces over $(\Sigma, I)$. The successor relation $\rightarrow$ is defined as follows: $[w_1] \rightarrow [w_2]$ iff there is a transition $t \in \Sigma$ such that $[w_1][t] = [w_2]$. The prefix relation $\preceq$ in $\Sigma^*$ is the transitive and reflexive closure of $\rightarrow$. Obviously, $(\Sigma^*, \preceq)$ is a partial order set.

We say that two traces $[w'], [w'']$ are consistent if there is a trace $[w] \in \Sigma^*$ such that $[w'] \preceq [w] \land [w''] \preceq [w]$. Otherwise, they are in conflict. For each $w \in \Sigma^*$, let last($w$) = $a$ if $w = w'a$ for some $w' \in \Sigma^*$. For each trace $\tau \in \Sigma^*$, $\text{Max}(\tau) = \{\text{last}(w) \mid w' \preceq \tau\}$.

A traces $\tau$ is prime if $|\text{Max}(\tau)| = 1$. For the system $P$, prime execution sequences of $P$ are those execution sequences which are prime, denoted as $T$.

![Figure 2. 2-agents system CC](image)

Example 2 A 2-agents system CC is show in Fig.2. It is composed of two agents which carry through a collaborating computation task. Each agent gets data from either own computation or from another agent. The local states of agents are denoted with circles, whereas the transitions with bars. In this example, the set of transitions $\Sigma = \{a, b, c, d, e\}$, $S_1 = \{1, 3\}$, $S_2 = \{2, 4\}$ and $d = (1, 2), (3, 4)$. $[ad], [bd], [ce]$ are the prime traces of CC, while $[ac]$ and $[bd]$ are not, since $\text{Max}([ac]) = \{a, c\}$ and $\text{Max}([bd]) = \{d, e\}$.

5.2. The event structures for computer-based systems

Let $P$ be a multi-agents system, the corresponding event structure of $P$ can be easily obtained from the prime execution sequences.

Definition 5.2 (Event structures for K-sequential agents systems) Let $T$ be the set of prime execution sequences of $P$ and $\preceq_T$ be the prefix relation of $T$. An event structure $E_P = (E_P, \preceq_P, \preceq_T, l_T)$ for the system $P$ is defined as follows:

- $E_P = T$, is the set of events,
Example 4 The quotient structure of event structure for CC is shown in Fig.4. This figure shows that the conflict relation inherited from original event structure does not preserve the conflict property. In the quotient structure, conflict relation only denotes that the events in conflict cannot executed adjacently and concurrently.

![Figure 4. The quotient structure of event structure for CC](image)

In the next section, we will discuss the model checking of $aESL[C]$ over the quotient structure of event structure for computer-based systems.

6. Model checking of $aESL[C]$

The model checking problem of $aESL[C]$ can be described as follows: given a model $M = (\mathcal{E}_P, V)$ where $\mathcal{E}_P = (E_P, \leq_P, \preceq_P, l_P)$ is a quotient structure of event structure that represents a computer-based system and an $aESL[C]$ formula $\alpha$ expressing some desired specification, determine whether $M \models \alpha$.

**Theorem 6.1** There is a deterministic algorithm for determining whether an $aESL[C]$ formula $\alpha$ (without conflict modality) is satisfied in a model $M = (\mathcal{E}_P, V)$ where $\mathcal{E}_P = (E_P, \leq_P, \preceq_P, l_P)$ is a quotient structure of event structure.

**Proof:** Assume that formula $\alpha$ is one of the following forms: atomic proposition, $\neg \alpha_1$, $\alpha_1 \lor \alpha_2$, $\ominus \alpha_1$, $\ominus^c \alpha_1$. In fact, each formula (except for conflict modality) can be transformed into one of the above six cases. We only discuss the form $\ominus \alpha_1$ and $\ominus^c \alpha_1$, since $\ominus \alpha_1$ is the reverse of $\ominus \alpha_1$ and the other cases are straightforward. Consider formula $\ominus \alpha_1$, model checking algorithm first finds all events which are labeled by $\alpha_1$. Then, it goes along with the relation $\succeq$ and label all the casual predecessor with $\ominus \alpha_1$. The case for $\ominus^c \alpha_1$ is a little complex. The algorithm establishes three set $S$, $P$ and $C$ for each event $e$ labeled with $\alpha_1$.

---

**Example 3** The event structure for system CC is shown in Fig.3. Each event is denoted with an ellipse. The representations of casualty relation and conflict relation are same to those in Example 1. The last bold action name of each trace in the bracket represents the label of corresponding event, e.g., $l([bde]) = b$.

![Figure 3. The event structure for CC](image)
to represent the events that can not executed concurrently with $e$. It first goes forward using the casuality relation and add all the events which can be reached by a path to set $S$, then the algorithm add all the predecessor of $e$ into another set $P$, and add all events that is in conflict with some events in $P$ to set $C$. Then all the events outer of the three set are labeled with $\alpha_2$. This step requires time $O((|E_P| + |\leq_P|)^2(|E_P| + |\sharp_P|))$.

Since the algorithm operates in stages. The $i$-th stage handles all sub-formulas of $\alpha$ of length $i$ ($i \leq |\alpha|$). Thus, the algorithm requires time $O(|\alpha||\leq_P| |\leq_P| |\sharp_P|)$. So, the model checking algorithm for $aESL[C]$ formulas without conflict modality against quotient structures of event structures for K-sequential agent systems is decidable.

\[ \square \]

7. Conclusion

We have introduced an action-based event structure logic $aESL[C]$ which in fact is the same as the extended event structure logic with action propositions and given some characteristic of it. $aESL[C]$ is an expressive logic to specify the behavior of multi-agent systems. We define a quotient structure of event structure for multi-agent systems. This is a key step to obtain a model checking algorithm for computer-based systems. We show that algorithm for model checking the quotient structure for $aESL[C]$ formulas is decidable.

The algorithm does not consider the conflict formulas. We hope to complete it in the future work.
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Abstract

Ubiquitous web applications (UWA) are required to be customizable, meaning their services need to be adaptable towards the context of use, e.g., user, location, time, and device. Considering UWA’s from a software engineering point of view, a systematic development on basis of models is crucial. Current web modeling languages, however, often disregard the crosscutting nature of customization potentially affecting all parts of a web application, and often mingle core and customization functionality. This leads to inefficient development processes, high maintenance overheads, and a low potential for reuse.

In this paper, we regard customization as a crosscutting concern in the sense of the aspect-oriented paradigm. As a proof of concept, we extend the prominent web modeling language WebML on basis of our reference architecture for aspect-oriented modeling. This allows for a clear separation between the core and customization functionality, and – as a spin-off – demonstrates how to bridge existing (domain-specific) modeling languages with aspect-oriented concepts.

1. Introduction

With the emergence of mobile devices as new access channels to the Internet, we are now facing a new generation of web applications, called ubiquitous web applications. UWAs are characterized by the anytime/anywhere/anymedia paradigm, taking into account that services are not exclusively accessed through traditional desktop PCs but through mobile devices with different capabilities, by users with various interests at anytime from anyplace around the globe. Services provided by UWAs are adapted to the actual context of use in order to preserve or even enhance their semantic value for users. Thus, knowing the context, e.g., user, location, time, and device, and providing adaptation operations for web pages and their different kinds of contents, e.g., text, images, and links, are the main prerequisites for customization of web applications towards ubiquity. Customization then denotes the mapping of the required adaptation of an application’s services with respect to its context [6].

Considering UWA’s from a software engineering point of view, a systematic development on basis of models is crucial. There are already some approaches dealing with the ubiquitous nature of web applications and the model-driven development thereof, the most prominent examples being WebML [3], UWE [7], and OO-H [5] (for an overview methods and tools for web application development we refer to [15]). Concerning customization modeling, however, they are still in their early stages due to the following reasons. First, the provided customization mechanisms frequently do not allow to deal with all different parts of a web application in terms of its content, hypertext and presentation levels and their structural and behavioral features (cf. Figure 1), thus, disregarding the crosscutting nature of customization. Second, customization is often tangled with the core web application, thus, neither a context model nor adaptation operations enter web application models in...
an explicit, self-contained and extensible way. This leads to inefficient development processes, high maintenance overheads and a low potential for reuse.

To cope with these problems, we propose aspectWebML using aspect-orientation [12] as driving paradigm to incorporate customization in ubiquitous web applications at the modeling level (cf. Figure 1). As a proof of concept, we use our reference architecture for aspect-oriented modeling [13], which describes the necessary concepts of aspect-oriented modeling (AOM), as a blueprint for extending the MOF-based [9] metamodel of WebML [14], a prominent domain-specific language for modeling data-intensive web applications.

The benefits of this approach are fourfold. First, it takes into account the crosscutting nature of customization, allowing to influence all parts of a web application. Second, despite this omnipresence, a clear separation between the core services and customization functionality can be maintained. The core services of the web application remain oblivious to the need for customization, allowing even to make existing, non-ubiquitous web applications context-aware. Third, while our motivation for extending WebML has been driven by the need to separately capture customization, the extensions made also allow modeling of other aspects than the customization aspect. Finally, as a spin-off, it demonstrates how to bridge existing (domain-specific) modeling languages with aspect-oriented concepts.

The remainder of this paper is organized as follows. In Sec. 2 we outline our contributions with respect to related work and briefly introduce the WebML language using as a running example a Museum web application in Sec. 3. In Sec. 4, we report on how to bridge WebML to AOM according to the AOM reference architecture and present the specific AOM extensions to the WebML metamodel in terms of aspectWebML. In Sec. 5, we compare the original modeling approach of WebML with aspectWebML by extending a Museum web application with customization functionality and report on our prototype modeling editor. Finally, we conclude with an outlook on future work in Sec. 6.

2. Related Work

Currently, the majority of AOM approaches is first, based on UML and second, designed as general-purpose languages with respect to the application domain. We currently know of three UML-based approaches specific to a certain domain. In [4] and [11] two UML profiles have been proposed, the first one for modeling the notification aspect in CORBA applications and the second one for AOM in the web service domain. A third approach applies AOM in the domain of web application modeling [1], [17]. More precisely, while in [17], the UML-based web modeling language UWE has been extended with aspect-oriented concepts to model the access control aspect in web applications, the approach presented in [1] is closely related to our work in that it identifies adaptivity as a crosscutting concern in web applications. In particular, an extension of UWE’s metamodel with aspect-oriented modeling techniques has been proposed and allows making navigation in web applications adaptive. Our approach, however, differs in three ways. First, we are building on a lean MOF-based metamodel of WebML, which has been established during our previous work [14], thus avoiding the unnecessary overhead of the huge UML metamodel. Second, modeling customization in UWE [1] currently is limited to the hypertext level of web applications and does neither support the content level nor the presentation level. Third, the aspect-oriented extensions applied to UWE are tailored to a specific aspect, only, being the access control aspect [17] and the navigation adaptivity aspect [1], respectively. In contrast to that, our approach is to use the AOM reference architecture as a blueprint to extend the WebML metamodel with AOM concepts, thus, allowing to model different aspects with one coherent set of concepts.

3. A WebML Primer

WebML is one of the most prominent modeling languages in the web modeling field due to existing tool support including a model editor, a code generation facility, and a runtime environment in form of the commercial WebRatio tool (www.webratio.org) and applications in real world projects. Following, we give a brief introduction into its modeling concepts using a Museum web application as a running example. The Museum web application is based on [2] and will be extended with customization functionality in Sec. 5.
The content level of the Museum web application is represented by the content model, which – in WebML – is based on the Entity-Relationship model (cf. Figure 2, where we use the UML notation for multiplicities for readability purposes). The museum possesses a collection of Artworks, some of them being exhibited in certain RoomAreas of one of the museum’s Rooms. A specific piece of Artwork belongs to a certain ArtMovement and has been created by a certain Artist.

The hypertext model of the Museum web application is based on the content model. Figure 3 shows eight web Pages, the majority of them containing so called ContentUnits, which allow to query the content model and to display the result on the Page (Please note, that the clouds in the Figure 3 represent comments and are not part of the hypertext model.).

4. Bridging WebML to Aspect-Oriented Modeling

In this work, we make a step towards bridging WebML to AOM using as a basis our AOM reference architecture. Subsequently, we briefly introduce the WebML metamodel in Sec. 4.1 and our AOM reference architecture in Sec. 4.2. In Sec. 4.3, we provide detailed information on how we applied the AOM reference architecture to the WebML language.

4.1. The WebML Metamodel

A prerequisite for bridging WebML to AOM is the existence of a proper metamodel of the web modeling language, which allows to seamlessly hook up the aspect-oriented concepts. Similar to most web modeling languages, WebML – originally focusing on notational aspects – has been designed without using expressive object-oriented meta-modeling techniques, employing DTD’s, only. To further complicate things, recent WebML language concepts – most notably its customization mechanisms – have not been introduced into the WebML DTD but rather hardcoded directly within the WebML modeling tool. To cope with these problems, in previous work [14], we semi-automatically constructed a MOF-based metamodel draft for WebML on basis of the WebML DTD. For our purpose of modeling UWA’s, we manually extended this metamodel by introducing also WebML’s concepts for customization (cf. Sec. 5.1).

4.2. The AOM Reference Architecture

Our primary goal in designing the AOM reference architecture [13] was to establish a common understanding in the field of AOM. The reference architecture has been defined in terms of a UML class diagram and identifies the basic ingredients of aspect-orientation, abstracted from specific modeling languages. In this respect, it captures the important
AOM concepts, their interrelationships and even more importantly their relationships to an arbitrary modeling language, e.g., a general-purpose modeling language such as UML or any other domain-specific modeling language such as WebML. The AOM reference architecture, however, does not represent a language specification in terms of a metamodel itself, but rather can be used as a blueprint for designing new AOM languages or for extending existing (domain-specific) modeling languages with concepts of the aspect-oriented paradigm.

The AOM reference architecture comprises four major building blocks, each subsuming related concepts (cf. Figure 4). In the following we point out the most important concepts and refer the interested reader to [13].

**Figure 4. AOM reference architecture**

The **ConcernComposition** package deals first, with the separation of a system’s **Concerns** into appropriate units of modularization, i.e., **Base** and **Aspect**, and second, with their interrelationships, i.e., their composition by means of a **Weaving** specification. In the **AdaptationSubject**, we summarize concepts for identifying where to introduce an aspect’s adaptation including **JoinPoint**, **JoinPointSelection**, and **RelativePosition** (denoting where to insert an aspect’s adaptation relative to a join point, e.g., **before**, **after**, and **around**). The **AdaptationKind** package subsumes concepts to describe how an aspect adapts a concern, i.e., **Adaptation**. Finally, the **Language** package represents the language including its modeling **Elements** to be extended with aspect-oriented concepts.

### 4.3. The aspectWebML Metamodel

For designing aspectWebML we used our AOM reference architecture as a basis, meaning that its concepts and their interrelationships have not been adopted one-to-one. This is due to reasons concerning syntax on the one hand and reasons concerning design goals on the other hand. First, the AOM reference architecture has been defined in terms of a UML class diagram, while the WebML metamodel is MOF-based. Thus, we had to capture concepts available in UML, only, differently in the MOF-based aspectWebML metamodel. For example, we had to resolve association classes and replace aggregation associations with either composition associations or references. Second, in order to keep the language simple for the time being, we made some design decisions resulting in a more restrictive AOM language compared with our AOM reference architecture, e.g., we currently allow aspects to be woven into bases but not into aspects (cf. Figure 5).

#### 4.3.1 The WebML Package

The AOM reference architecture assumes the modeling language to have a root element from which every modeling concept of the language inherits. This is necessary, since first, both **Base** and **Aspect** including its **Adaptations** are formalized by any set of modeling elements of the modeling language (cf. Figure 5: containment references from **Concern** to **ModelElement** and from **Aspect** to **Adaptation**), and second, **JoinPoints**, i.e., the locations where an aspect introduces its adaptations, are representations of elements of the modeling language. Since WebML originally did not provide such a root element, we reorganized the metamodel by introducing the abstract meta class **ModelElement**, having an attribute **isAdaptable** of type Boolean. This attribute – if set to **true** – allows to define the join point model of the AOM language, i.e. the meta classes of the modeling language that are allowed to serve as join points for aspects. While this represents an elegant solution, it required a change of WebML’s metamodel. This could be avoided by simply duplicating all necessary references, e.g., from **JoinPoint** to the required modeling element of the language.

Currently, we are still investigating what kinds of adaptations in terms of aspect are meaningful within the realms of aspectWebML. Thus, we did not yet restrict the join point model to a subset of WebML’s modeling concepts, meaning that every modeling concept can be subject of adaptations in aspectWebML models. This decision also reflects the ongoing discussion about join point models and adaptation effects in AOM.

#### 4.3.2 The ConcernComposition Package

A model in aspectWebML consists of **Concerns**, which are either an instance of **Base** or of **Aspect**. An **Aspect** can be woven in to a **Base** by means of a **Weaving** specification. More specifically, the **Weaving** has **AdaptationRules**, which determine where (cf. Sec. 4.3.3) the **Aspect’s Adaptations** have to be introduced in the **Base** and what kind of effect (cf. **AdaptationEffectKind** in Figure 5) these **Adaptations** imply.
Weaving JoinPointSelections allows for reuse purposes, and the selected join points are subject to future work.

4.3.3. The AdaptationSubject Package. The adaptation hooks of a Base are represented by JoinPoints, which are identified by a SimpleJoinPointSelection (i.e., a pointcut). In addition, an AdaptationRule optionally may specify a RelativePosition where to insert Adaptations with respect to the selected join points. For reuse purposes, we allow SimpleJoinPointSelections to be composed to CompositeJoinPointSelections by means of AND and OR operators. Currently, our mechanism to select join points is limited to a manual identification of each single join point. Thus, for defining an instance of SimpleJoinPointSelection at modeling level, the user will instantiate join points from JoinPoint and link them to instances of ModelElement. The investigation of more elaborated join point selection mechanisms, such as OCL [10] or Join Point Designation Diagrams (JPDD) [15], and their applicability in aspectWebML is subject to future work.

4.3.4. The AdaptationKind Package. Adaptations consist of WebML ModelElements. For reuse purposes we distinguish between SimpleAdaptations and CompositeAdaptations, the latter allowing to combine existing Adaptations to form more complex ones.

5. Modeling Customization

In this section, we show how customization of the Museum web application (cf. Sec. 3) currently can be modeled with the original WebML language and point out the specific problems of the approach in Sec. 5.1. In Sec. 5.2, we present how to model the same application using aspectWebML and report on the prototype implementation of a model editor for aspectWebML.

5.1. Modeling Customization in WebML

In [2], WebML has recently been extended with concepts for modeling context-awareness, illustrated in a Museum web application example for which also a demo implementation has been provided (http://dblambs.elet.polimi.it/Demos/indexen.htm).

Following, we explain the necessary extensions to the original application (cf. Sec. 3) in order to model location-awareness, i.e., customization according to the location context. In particular, we want to model the following situation: If the visitor requests the ArtworkDetails Page, the specific Artwork of the RoomArea the visitor is currently in, shall be displayed. If, however, no Artwork is exhibited in the visitor’s RoomArea, the visitor is redirected to the RoomDetails Page, which presents information about the room the visitor is currently in. In addition, the same set of adaptations shall be applied, if the visitor requests the RoomDetails Page.

It is assumed that an RFID-based location-sensing mechanism is available in the museum, that each visitor – or rather the mobile device s/he is using – has a unique RFID tag, and that the location-sensing infrastructure will continuously update the content model with the visitor’s current location information.

5.1.1 Customization in the Content Model. In WebML, the required context information is simply added to the ContentModel in terms of new Entity types, their Attributes, and their Relationships (cf. Figure 6). In the Museum web application, we need to know the user’s location, i.e., the RoomArea. Thus, a User Entity type is introduced having a Relationship with RoomArea.

5.1.2 Customization in the Hypertext Model. In the HypertextModel, we use three of WebML’s new concepts for modeling location-awareness: First,
ArtworkArea, RoomDetails, and ArtworkDetails, are marked as context-aware Areas and Pages, each having a so called ContextUnit. The semantics of ContextUnits is that they encapsulate context-aware behavior – also called context clouds – of Areas and Pages, which is executed before the actual Page computation, i.e., the computation of ContentUnits. When a context-aware Page is requested, then the context clouds of its containers from the outermost to the innermost are evaluated before the Page’s context cloud. Second, GetArea and GetArtwork, so called GetDataUnits, allow querying the ContentModel, without displaying the content like other ContentUnits but providing it for further computation to the context cloud. Third, the IFUnit represents a control structure, which allows evaluating conditions and thus, may trigger different behavior in the context cloud.

Following, we describe the necessary additions to the HypertextModel of Figure 3 in order to model location-awareness (cf. Figure 7, where we omitted several parts of the original HypertextModel for readability reasons).

1. We add a ContextUnit to ArtworkArea, which now retrieves the users’s location via GetArea every time either the RoomDetails or the ArtworkDetails Pages are requested. The currentUser represents a global parameter in the model, which can be retrieved by GetUser, a GetDataUnit.

2. We add a ContextUnit to ArtworkDetails, which retrieves the specific Artwork of the RoomArea the visitor is currently in, using the GetArtwork GetDataUnit. If, however, no Artwork is exhibited in the visitor’s RoomArea, the visitor is redirected to the RoomDetails Page using an IFUnit.

3. We replace the default SelectorCondition (typically not shown in WebML models) of DataUnit RoomDetails, which always uses the ID for retrieving an Entity instance of Room, with a SelectorCondition [RoomArea2Room], since the RoomDetails Page now has to present information about the visitor’s current room.

4. The same set of adaptations shall be applied for the RoomDetails Page. Thus, we only need to add a ContextUnit to the RoomDetails Page which then links to the previously added GetArtwork GetDataUnit.

5.1.3 Deficiencies of the WebML approach. Currently, if customization functionality is introduced to a web application model in WebML by enhancing, replacing, or deleting modeling elements, developers face the following problems: First the original web application model is lost. Second, it is not clear what modeling elements make up customization functionality. And third, customization functionality, that is scattered across WebML models and hampers their readability.

5.2. Modeling Customization in aspectWebML

Unlike WebML, aspectWebML allows introducing new functionality into all parts of a web application model but – at the same time – maintains a clear separation between the original model and the new functionality in terms of Aspects as is exemplified in Figure 8. For want of a concrete syntax for aspectWebML, we currently present aspectWebML models in terms of UML object models and trees, i.e., our model editor’s view (cf. Sec. 5.2.3).

In Figure 8 (b), we present an overview of the Museum web application model defined in aspectWebML. This specific aspectWebML model consists of the Museum Base, i.e., the original Museum web application consisting of a ContentModel, a HypertextModel, and a PresentationModel (cf. Sec. 3), the Location Aspect, and the Weaving specifying the connections between the Museum Base and the Location Aspect. In Figure 8 (a), the same information is presented in form of the aspectWebML model editor’s view.

In the following, we present details of both the Location Aspect and the specific Weaving with respect
to necessary adaptations in the ContentModel on the one hand (cf. Sec. 5.2.1) and in the HypertextModel on the other hand (cf. Sec. 5.2.2).

5.2.1 Customization in the Content Model. As in the WebML approach (cf. Sec. 5.1.1), the ContentModel needs to be extended with a User Entity, having an Attribute named personalRFID and a Relationship with the RoomArea Entity. This is realized using two AdaptationRules (cf. Figure 9):

a. Content_AR1 uses SimpleAdaptation Content_SA1 of the Aspect Location to introduce the User Entity, its personalRFID Attribute, and the uni-directional Relationship user2roomArea using the ContentModel as JoinPoint and thus, having an enhancement effect.

b. Content_AR2 uses SimpleAdaptation Content_SA2 of the Aspect Location to introduce uni-directional Relationship roomArea2user using the Entity RoomArea as JoinPoint and thus, having an enhancement effect on the Base.

5.2.2 Customization in the Content Model. As in the WebML approach (cf. Sec. 5.1.2), we now define the necessary AdaptationRules for applying the four necessary modifications of the HypertextModel.

1. Hypertext_AR1 uses SimpleAdaptation Hypertext_SA1 to add as an enhancement a ContextUnit, which contains a GetUnit GetUser and a GetDataUnit GetArea to retrieve the users’s location every time either the RoomDetails or the ArtworkDetails Pages are requested, to ArtworkArea as JoinPoint. The AdaptationRule, thus, realizes modification 1 (cf. Sec. 5.1.2).

2. Hypertext_AR2 applies SimpleAdaptation Hypertext_SA2 to two JoinPoints, namely the RoomDetails and ArtworkDetails Pages. Thus, the rule realizes modification 2 and 4. In particular, the enhancement consists of a ContextUnit, which contains a GetDataUnit GetArtwork, to retrieve the specific Artwork of the RoomArea the visitor is currently in. Furthermore, the ContextUnit contains an IFUnit ArtworkAvailable, which evaluates whether a piece of Artwork is exhibited in the RoomArea and accordingly activates one of the OKLinks to either the RoomDetails DataUnit or the ArtworkDetail DataUnit.

3. Hypertext_AR3 applies SimpleAdaptation Hypertext_SA3 to replace the default SelectorCondition of DataUnit RoomDetails, with a SelectorCondition [RoomArea2Room], thus, solving modification 3 (cf. Sec. 5.1.2).
5.2.3 The aspectWebML Model Editor. For the implementation of aspectWebML’s metamodel, we have used Ecore, a MOF implementation in Java, which is provided by the Eclipse Modeling Framework (EMF, http://www.eclipse.org/emf). The reason for employing Ecore was mainly the wide-spread utilization of EMF and that currently no standardized implementation of MOF 2.0 is available. Another benefit was that having an Ecore-based metamodel, we have been able to generate a tree-based model editor for aspectWebML using EMF’s code generation facilities. The aspectWebML metamodel, model editor, and the Museum example can be downloaded from http://www.big.tuwien.ac.at/projects/aspectwebml.

6. Conclusions and Outlook

In this work, we proposed to use aspect-orientation as driving paradigm for capturing customization of ubiquitous web applications at the modeling level. We extended WebML, a domain-specific language designed for the model-driven development of data-intensive web applications, with concepts from the aspect-oriented modeling field according to our reference architecture for aspect-oriented modeling. Furthermore, we compared the original modeling approach of WebML with our aspectWebML approach by extending a Museum web application with customization functionality and reported on our prototype modeling editor.

Future work includes, first the investigation of more elaborated join point selection mechanisms, such as OCL or Join Point Designation Diagrams, and their applicability in aspectWebML, and second, the definition of a weaving mechanism for Aspect and Base Models in aspectWebML. In the long run, we intend to design a concrete syntax for aspectWebML and provide elaborate tool support.
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Abstract

Due to the high cost of modeling, model-based techniques are yet to make their impact in the embedded systems industry, which still persist on maintaining code-oriented legacy systems. Re-engineering existing code-oriented systems to fit model-based development is a risky endeavor due to the cost and efforts required to maintain correspondence between the code and model. We aim to reduce the cost of modeling and model maintenance by automating the process, thus facilitating model-based techniques. We have previously proposed the use of automatic model extraction from recordings of existing embedded real-time systems. To estimate the quality of the extracted models of timing behavior, we need a framework for objective evaluation. In this paper, we present such a framework to empirically test and compare extracted models, and hence obtain an implicit evaluation of methods for automatic model extraction. We present a set of synthetic benchmarks to be used as test cases for emulating timing behaviors of diverse systems with varying architectural styles, and extract automatic models out of them. We discuss the difficulties in comparing response time distributions, and present an intuitive and novel approach along with associated algorithms for performing such a comparison. Using our empirical framework, and the comparison algorithms, one could objectively determine the correspondence between the model and the system being modeled.

1. Introduction

Model-based techniques such as implementation prototyping and prototype performance analysis [16] are still not widely used by industrial system developers. According to our industrial contacts, the reluctance against using model-based techniques is largely due to the initial cost of modeling of a code-oriented legacy system where models are not used today. Our research focus is on reducing this cost, thus making methods that use models more attractive in industrial settings.

Our application domain is that of real-time systems, i.e. those systems where temporal and functional correctness are equally important. The most common type of requirement for real-time systems is a bound on the response time for given stimuli. In a complex multitasking system, determining the bound and distribution of response times is generally difficult in practice.

In the context of this paper, a typical legacy system has all or some of the following properties: it consists of millions of lines of code, it is maintained by a large team of engineers, it contains code that originated several years ago, and it is expected to be further developed for many more years to come. Real examples of these systems can easily be found within many domains such as the automation, automotive, and telecom industries. In such systems, a large effort must be spent on keeping complexity at acceptable levels [11]. If the complexity is allowed to increase without bound, the life expectancy of these systems will be drastically reduced. Though model-based analysis can help in limiting the complexity increase, there is a reluctance of the industry to adopt these technologies. Hence, tools that ease modeling and the maintenance of models are needed. We have developed tools for model extraction in order to ease both modeling and model maintenance [2, 6, 7]. The models that our methods extract reflects the general behavior of the system rather than the worst-case, which is a more common focus in real-time systems research.

1.1. Contributions

In this paper, we present a framework for evaluating our proposed tools with respect to real-time properties such as the ability to accurately model response time distributions. The proposed method can also be used to compare the effectiveness of different methods of automatic model extraction for the general system behavior proposed in the literature (e.g. [8]). In addition to the framework, a intuitive and novel method for comparing time distributions is introduced. We supply the method as well as a set of algorithms to perform...
the comparison. In the framework, the comparison method plays a critical role as it provides a measurement that can be used to evaluate the performance of a model with respect to the system.

1.2. Organization

The remainder of this paper is organized as follows: Section 2 provides background on previous work and our problem domain. Section 3 presents framework for empirical testing and comparison of proposed methods for automatic model extraction. Section 4 provides a definition of an objective measurement to compare distributions of response times, and a set of algorithms to perform measurements. Section 5 concludes the paper.

2. Background

In our work, we are developing tools for automatic or semi-automatic modeling of legacy real-time software. The models are intended to be used in model-based implementation prototyping and prototype performance analysis. As a part of this effort, we have developed a unified method for dynamic model extraction [6, 7]. The basic idea is to input execution recordings of the legacy system that is to be modeled, covering context switches, inter-process communication (IPC), and updates of important variables. If the recordings contain enough information, a tool implementing the unified method automatically delivers a validated model, otherwise the user is advised to alter monitoring or extend recordings. The unified method consists of two separate methods; one for automatic model generation and one for automatic model validation. Model extraction is performed separately for each task, and a collection of models for all tasks in the system can be merged and used to analyze the system by means of simulation. A set of models produced by the method can be used to prototype future design options with respect to response time requirements and functional behavior. A case study has been performed on a state-of-practice industrial robot system to show the applicability of the method [7].

In a parallel effort, we are also developing tools for semi-automatic static model extraction based on implementation code and execution recordings [2]. One of our future aims is to compare the performance of these two different strategies.

2.1 Automatic model generation

Introduced in [6], our automatic model generation can, based on a set of recordings of a running system, output a model of the system. The recordings cover system level events such as context switches and communication. Optionally data state manipulation on task level is included, allowing modeling of causal relations. Generation is performed in three stages: First, an event sequence for each task is extracted from each recording. Second, all event sequences for each task are merged into a tree structure. Third, each tree is translated into a model for the task.

To express abstraction from the implementation, the models contain probabilistic elements: Selections can be made based on probabilities (or on data state), and execution time requirements can be described as probability distributions. For the effective use of the modeling language, there is a tool-suite for simulating and analyzing the performance of models.

A limitation of this method is that it does not model loops within tasks as in [3]. However, our assessment is that such loops are often avoided in embedded real-time systems due to predictability requirements. Also, this limitation does not effect the contributions of the paper: the evaluation framework and the comparison of sampled distributions.

2.2 Automatic model validation

We validate that the recordings used to generate the model are sufficient to describe the system by answering the question “Would the model be drastically better if the length or number of recordings used during model generation were increased?”. Automatic model validation, introduced in [7], uses a set of system execution recordings to answer that question. The model and the recordings are transformed into a set of communicating timed automata with integer variables [1, 4]. While the model-automaton is a graph structure which may contain more than one transition from each label, the recording-automata are all sequential with one or zero transitions from each label. The validation is performed by reachability analysis of the final state in each recording-automaton when co-simulated with the model-automaton.

To allow the model to be an approximate abstraction of the system, the recording-automata are constructed using a leeway-parameter. The higher the leeway, the more forgiving the recording-automaton will be. The maximum allowed leeway can be supplied by the user as a parameter.

The stopping criteria of the validation is based on two factors: The completeness measure, i.e. the probability that the model can replicate any job that the system can exhibit, and the accuracy measure, i.e. the relation between the probability that the system exhibits a particular job and the probability that the model exhibits an equivalent job.

Validation can provide the maximum required leeway, the completeness measure, and the accuracy measure as auxiliary output. The primary output is the binary answer to the question posted at the top of this section.
Together, model generation and model validation forms model extraction.

2.3 Response time

In real-time systems, the temporal and behavioral requirements are equally important. We assume that the embedded real-time systems we consider consist of a set of tasks that can either be event or time triggered. As a task is triggered, a job (a task invocation) is executed for some period of time, after which the task will await until further triggering. Two jobs of the same task cannot overlap. We label the time measured from the point in time where the job is triggered (the release time) until the end of a job the response time of the job.

3. Framework for empirical evaluation

In this section, we introduce the framework for empirical evaluation depicted in Figure 1. The purpose of the framework is to evaluate the effectiveness and general applicability of dynamic model extraction. We use a notion of archetypes to describe architecturally different system designs. For example, a system consisting of a set of periodic tasks without inter-process communication (IPC) is a different archetype than a system consisting of event triggered tasks where the exchange of messages trigger execution.

We have implemented an instance of the framework, where the system platform is a multitasking, fixed priority scheduled, instruction-set simulator that we have developed specifically for this purpose. A system of tasks is defined by a system definition file together with an assembler-file per task. Each task is either defined as triggered periodically or triggered as a result of input on an IPC-queue. The simulator can handle 16 types of instructions, including absolute and relative sleep, branching, IPC, explicit logging, register manipulation and testing, and random number generation. Each instruction takes one clock cycle to complete. As the system is executed, occurred task switches, performed IPC, and executed explicit log instructions are automatically recorded in a system specific log.

To each system definition, we can add an increasing portion of Population, Imperfectness, or Complexity (PIC) for each test performed on the system:

- Imperfectness regards the quality of the data-state recording in the system. With low imperfection, all relevant information is recorded. With high imperfection, some data state information is omitted, which leads to that the execution time distributions for a given data state are non-trivial.
- Complexity regards the task complexity, e.g. the number of tasks in the system, the nature of environment stimuli, and the number of data states.
- Finally, Population regards system wide issues such as the number of tasks in the system as well as the recording lengths and recording set sizes.

For each system definition and PIC combination, we perform two sets of simulations of the system: recordings from the first set is used to generate the model and the second set is used to validate the model (as described in Section 2). The intention is that as PIC changes the system, the model should follow and be affected correspondingly. Varying the PIC will test the robustness of the model extraction with respect to changes in the system – this form of robustness is imperative for successful implementation prototyping [13].

In our implementation of the framework, we compare the system and model by analyzing response time distributions from both system and model. After model extraction, the model is simulated and compared to new simulations from the system. The collected set of comparisons is the output of the framework implementation. These can then be analyzed to verify that the method of model extraction performs sufficiently well, or even to compare several methods of model extraction. As the set of archetype-PIC combinations is intended to be large, the comparison should be automated. We present a novel automated measurement in Section 4 that can be used in such a comparison.

3.1. Archetypes and PIC

The following are examples of archetypes that are used in our study:

1. Client-server without reply. This archetype describes a common design pattern in the industrial systems that
we have encountered. A client sends varying service requests to a server that services the requests. Results of the computations may effect the environment or successive requests to a third or fourth task. PIC applied are priority ordering, frequency increase, and execution time increase.

Specifically, this archetype is implemented with two tasks $T_1$ and $T_2$. With a fixed periodicity, Task $T_1$ sends a message to Task $T_2$ that reacts on the contents of the message. We distinguish between four different contents, representing four different commands, plus one default behavior in the case that the content in unrecognized.

2. **State machine.** Here, a task acts as a state machine which makes one transition per job. Transitions are triggered by messages from the environment or from another task. Task mode changes can be expressed by this archetype. In contrast to the client-server archetype, the same message can trigger different behavior at different points in time. PIC applied are reduced recording of variable assignments (simulating poor probing), environment stimuli, complexity of the state machine, priority ordering, frequency increase, and execution time increase.

The archetype is implemented by two tasks $T_1$ and $T_2$. With a fixed periodicity, Task $T_1$ sends a message to Task $T_2$ with randomly selected contents 0 or 1. The event triggered Task $T_2$ consists of a finite state machine that can make one state transition per job. The target state of each transition is depending on the contents of the triggering message from $T_1$. A variable is maintained to keep track of the current state.

3. **Purely periodic without communication.** A task set of periodic tasks where execution times for any given task varies randomly between jobs within determined intervals. In this case, the PIC consists of increase of the task set size.

In our experiments, the implementation consists of at most seven periodic tasks $T_{1-7}$, that execute a bounded random interval in each job. For each task, the worst case execution time (WCET), the period (T), utilization (U), and analytical worst case response time (R) are described in Table 1.

4. **Feedback loop.** Here, tasks exchange messages in a loop. Examples include client-server with reply, or a feedback control system. The PIC consists of priority ordering, message complexity, message reply frequency, and environment stimuli.

The implementation consists of five tasks, two of which ($T_1$ and $T_2$) are implementing the feedback loop, and the three remaining are concurrently executing a client-server without reply and a simple periodic task.

5. **State machine feedback loop.** This archetype is a combination of archetypes 2 and 4, as is the PIC. The implementation consists of two tasks $T_1$ and $T_2$. Both tasks are state machines. Task $T_1$ generates input to trigger Task $T_2$. Task $T_2$ generates input that, if available, will affect the execution of Task $T_1$.

### Table 1. Maximum utilization for Archetype 3.

<table>
<thead>
<tr>
<th>WCET</th>
<th>T</th>
<th>R</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$</td>
<td>10</td>
<td>80</td>
<td>10</td>
</tr>
<tr>
<td>$T_2$</td>
<td>30</td>
<td>120</td>
<td>40</td>
</tr>
<tr>
<td>$T_3$</td>
<td>20</td>
<td>160</td>
<td>60</td>
</tr>
<tr>
<td>$T_4$</td>
<td>15</td>
<td>180</td>
<td>75</td>
</tr>
<tr>
<td>$T_5$</td>
<td>30</td>
<td>200</td>
<td>115</td>
</tr>
<tr>
<td>$T_6$</td>
<td>40</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>$T_7$</td>
<td>80</td>
<td>1000</td>
<td>960</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4. **Comparison of sampled time distributions**

The framework proposed above assumes that it is possible to objectively compare a system with a model of that system. We have chosen to implement this by comparing distributions of e.g. response times from the system and the model. However, methods known to us from literature prove unintuitive in this setting:

The Euclidean distance metric and the $\chi^2$ test of independence [5] are both **categorical** in the temporal dimension, which results in that they are not sensible to the difference that two samples have almost the same response time if they are in different categories. They are only sensible in the sample dimension, which means that they can acknowledge that almost the same number of samples in both distributions have response times in the same category. This leads to unintuitive results due to false negatives.

The Kolmogorov-Smirnov test [12] assumes that one of the distributions in a comparison is mathematically modeled [10, 14]. However, the execution time distribution of a program is often very complex. On the source code level in a system implementation, selections where one path has a significantly longer execution time than the other are common. Execution time distributions that cover both legs of such selections does not follow a simple pattern. Therefore, it cannot be assumed that a response time can be classified to a known distribution (e.g. a normal distribution). We know of no universal method of determining or estimating similarity between unclassified finite discrete distributions.
To amend this lack of a suitable method of comparison, we introduce a novel objective measurement for sampled distributions based on the two notions of divergence (see Definition 1) and difference (see Definition 2).

**Definition 1 (divergence).** Let $U$ be the set of samples. There is a function $\text{time} : U \rightarrow \mathbb{Z}^*$. For a given sample $u \in U$, we use $\text{time}(u)$ to denote the value of that sample.

Let $A, B \in 2^U$ be two sets of samples from two sources (e.g. a model and a system) with equal cardinality. We define a match between these two as a bijective mapping between $A$ and $B$, $\delta_{AB} : A \rightarrow B$. Let $C_{AB}$ be the full set of matches (i.e. the full set of bijective mappings) between $A$ and $B$.

We are now able to define a measurement of a match $\delta_{AB} \in C_{AB}$ by the function $\lfloor \cdot \rfloor : C_{AB} \rightarrow \mathbb{Z}^*$ as:

$$[\delta_{AB}] = \max_{a \in A} \{ \text{time}(\delta_{AB}(a)) - \text{time}(a) \}$$

Then, the divergence between two sets of samples is the measurement of the most favorable match in the sense that the measurement is minimized:

$$\text{divergence}(A, B) = \min_{\delta_{AB} \in C_{AB}} \{ [\delta_{AB}] \}$$

Intuitively, for two equally sized sampled distributions $A$ and $B$, $\delta_{AB}$ describes a mapping from each sample in $A$ to a unique sample in $B$ (the uniqueness follows from that the mapping is bijective). Divergence is then considering the best possible mapping in the sense that the largest difference of response times that the matched samples represent should be as small as possible. In the following sections, we will present algorithms for measuring the divergence between two distributions.

**Definition 2 (difference).** Given Definition 1, the difference between two sets of samples with equal cardinality is defined by:

$$\text{difference}(A, B) = | \{ a \in A \mid \text{time}(\delta_{AB}(a)) \neq \text{time}(a) \} |$$

Intuitively, for a mapping of samples, difference counts the number of mapped samples whose response times are not equal.

Then, with divergence $C_{\text{min}}$ and difference $D$, the comparison between distributions $A$ and $B$ is defined by the tuple $\text{cmp}(A, B) = (\frac{C_{\text{min}}}{C_{\text{max}}} \cdot \frac{D}{\text{lcm}(|A|, |B|)})$, where $C_{\text{max}}$ is the difference between the smallest and the largest samples from both distributions.

The relation between divergence and difference is used to quantify the correspondence between two sampled distributions as described in Figure 2. If the relations between divergence and difference is in an area with same shade of gray, two distributions are considered similar. The two are more similar the darker the shade is. As explained by the figure, if both divergence and difference are small, the distributions are very similar, if the divergence is small but the difference is large, the distributions are similar, etc. In the figure, we have exemplified four comparisons between imagined distributions. Distribution $A$ is compared to distributions $B_1$, $B_2$, $B_3$, and $B_4$ respectively. The relation between comparisons $\text{cmp}(A, B_1)$ and $\text{cmp}(A, B_4)$ tells us that $B_1$ is more similar to $A$ than $B_4$ is, since the former lies in a darker area than the latter. Analogous, $\text{cmp}(A, B_2)$ and $\text{cmp}(A, B_3)$ tells us that $B_2$ and $B_3$ are equally similar to distribution $A$, since they lie in an area with same shade.

The plot of Figure 2 is conceptual, the relations between divergence and difference must be defined for a given use of the comparison. If two methods of model extraction are compared in the framework above, the divergence-difference relation is defined once and used throughout the comparison. The intention is that the divergence-difference relation should reflect the quality that is required of the models. This is defined by the intended use of the models and the application domain of the system.

In the case of performing this measurement on response times, the observability problem [15] must be respected: Take the example of a system with a set of strictly periodic tasks. Here, especially if the system load is high, it is likely that jobs of tasks are ready to execute long before they receive their first quanta of processing time. According to our definition of response time (see Section 2.3), the time of the

![Figure 2. Conceptual divergence and difference plot.](image-url)
triggering of the task must be known. Thus, probes that can access the ready queue of the operating system must be used to obtain a truthful measure of the response time.

4.1. Divergence and difference algorithms

We have implemented algorithms for calculating the divergence and difference as defined above. The following terminology will be used:

A distribution, or series of measured response times, \( d \) is represented as a binary tree where each node has the attributes value and count. The values of the attributes of node \( n \) of \( d \) are referred to with a doted notation (e.g. \( n.value \)). So are the siblings of \( n \) (e.g. \( n.left \)). The distribution has two operations add and remove, these are called using a similar doted notation (e.g. \( d.add(e) \), where \( e \) is a response time).

An element is a response time measurement represented in a series of response times.

A stack \( s \) has operations push, pop, top and the attribute size, which are called with a doted notation (e.g. \( s.pop() \)). The attribute is transparently manipulated by the operations push and pop to reflect the number of elements on the stack. The function top is used to investigate the topmost element on the stack without removing the element. The stack will be used to store elements on the form \( \langle e1, e2, e3 \rangle \), where \( e1 \) is the smallest value within the specified distribution. This smallest value is returned and the return value is deemed valid. Out of all valid values, Algorithm 3 is used to find the smallest of these. Otherwise, if only one value is in the specified distribution, that value is returned and the return value is deemed invalid. If none of the values are in the distribution, invalid is returned.

Algorithm 2 compares the value of the current node, if the count of that value is larger than zero, to the valid results of recursive calls for the left and the right siblings of the binary tree. If the count of the value is less than or equal to zero, only the valid results of the recursive calls are considered. Out of all valid values, Algorithm 3 is used to find the smallest value within the specified distribution. This smallest value is returned and the return value is deemed valid.

Algorithm 1 IsDivergence \( \langle d1, d2, C \rangle \) compares two response time distributions \( d1 \) and \( d2 \) represented as binary trees with respect to divergency \( C \in (0, C_{max}) \).

```
Require: srb.size = 0 \land d1.size = d2.size
1: cMin := C
2: repeat
3: e1 := FindLow(d1, 0, \infty, 0)
4: e2 := FindLow(d2, e1, C, cMin)
5: if e1 is valid then
6: d1.remove(e1)
7: d2.remove(e2)
8: e1tilde := FindLow(d2, e2 + 1, C + (e1 - e2), 0)
9: if e1tilde is valid \land (e1 \neq srb.top().e1 \lor e2 \neq srb.top().e2) then
10: srb.push((e1, e2, true))
11: else
12: srb.push((e1, e2, false))
13: end if
14: cMin := C
15: else if (srb.size > 0) then
16: repeat
17: d1.add(srb.top().e1)
18: d2.add(srb.top().e2)
19: popped := srb.pop()
20: until (srb.size \leq 0 \lor popped.alternative = true)
21: if popped.alternative = true then
22: cMin := popped.e1 - popped.e2 - 1
23: end if
24: else
25: return false
26: end if
27: until d1.size \leq 0
28: return true
```
Algorithm 2 FindLow(d, value, cMax, cMin) finds the lowest value in the binary tree d, with attributes value and count, such that d.value is in the interval \((\text{value} - c\text{Min}, \text{value} + c\text{Max})\) and d.count is larger than zero.

Require: \(c\text{Max} \geq c\text{Min}\)
1: \(\text{min} := \text{invalid}\)
2: if \(d\) is valid then
3: if \(d\).count > 0 then
4: \(\text{min} := \text{MinInInt}(d, \text{value}, \text{min}, \text{value}, \text{cMax}, \text{cMin})\)
5: end if
6: \(a := \text{FindLow}(d\text{.right}, \text{value}, \text{cMax}, \text{cMin})\)
7: if \(a\) is valid then
8: \(\text{min} := \text{MinInInt}(a, \text{value}, \text{cMax}, \text{cMin})\)
9: end if
10: \(b := \text{FindLow}(d\text{.left}, \text{value}, \text{cMax}, \text{cMin})\)
11: if \(b\) is valid then
12: \(\text{min} := \text{MinInInt}(b, \text{value}, \text{cMax}, \text{cMin})\)
13: end if
14: end if
15: return \(\text{min}\)

Algorithm 3 MinInInt(a, b, value, cMax, cMin) returns the lowest of \(a\) and \(b\) which is in the interval \((\text{value} - c\text{Min}, \text{value} + c\text{Max})\), if any. Otherwise, the return value is invalid.

1: if \(a \in (\text{value} - c\text{Min}, \text{value} + c\text{Max})\) then
2: if \(b \in (\text{value} - c\text{Min}, \text{value} + c\text{Max})\) then
3: if \(a < b\) then
4: return \(a\)
5: else
6: return \(b\)
7: end if
8: else
9: return \(a\)
10: end if
11: else
12: if \(b \in (\text{value} - c\text{Min}, \text{value} + c\text{Max})\) then
13: return \(b\)
14: else
15: return invalid
16: end if
17: end if

If the algorithm is unable to find a value in the distribution, invalid is returned.

For a given divergence, for each count of each value in the first distribution, Algorithm 1 attempts to find a match in the second distribution. A match results in that the count of the matched value in both distributions is decreased, and the match is pushed on a stack together with information (alternative) of whether if there are other potential candidates for the particular match. If the search for a match fails, the stack is popped and the distributions are consequently repopulated until an old match with potential for another match is popped. Then the process is resumed. If, during that rollback process, the stack becomes empty, the match is said to have failed.

Pushed on the stack are a tuple, where one element (alternative) describes if the popping of the element on the stack will lead to that new untired combinations of matches can be performed. The value of alternative is decided by two criteria tested on Line 9 of Algorithm 1: First, the result of the call to Algorithm 2 on Line 8 of Algorithm 1, where the second of the two distributions are searched to determine if other combinations exists for the chosen element of the first distribution. Then, by checking the top of the stack to determine if a similar match as the one about to be made has been made just recently. The second criteria is important in terms of computational complexity; with that criteria, many unnecessary tests are avoided, but it is strictly speaking not important for the operation of the algorithm.

In the test, if the divergence \(C\) is large enough, all elements in the first distribution can be matched with any element in the second distribution. From understanding Algorithm 1, we see that such a situation must lead to that IsDivergence returns true. The smallest value of this largest \(C\), denoted \(C_{\text{max}}\), when IsDivergence must return true is equal to the difference between the largest observed response time and the smallest observed response time.

Plotting the result of IsDivergence with two given distributions as a function of \(C\), we get a monotonous function which starts at false and subsequently, at some value of \(C\), turns true. As the function is monotonous for two given distributions we can use binary search [9] in the interval \(\mathbb{C} \in (0, C_{\text{max}})\) to find the smallest divergence \(C_{\min}\) that satisfies Algorithm 1. Seen in relation to the size of the interval \((0, C_{\text{max}})\), \(C_{\min}\) provides an objective measure on the likeness of the two distributions.

The use of a stack in the realization of this algorithm is essential to the implementation due to the potentially large memory requirements. As the distributions in the measurement are normalized by size, the total sum of the counts of values is potentially large, which will inflict on the number of matches that need to be identified. Storing this large number of matches will require large amounts of memory, but the use of a stack provides us with the opportunity to reduce the amount of physical memory used without large penalty to the execution time: One of the properties of a stack is that, at any given time, only the topmost element is needed. Thus, as the order of element usage is, if not determined, then at least restricted, a large part of the stack can be written to secondary storage (i.e. to file). We have implemented this by defining a threshold for the maximum
number of elements that are allowed in primary memory, when this number is reached, the stack is flushed to file.

The theoretical worst case complexity of the `IsDivergence` algorithm is \( O(N!) \), where \( N \) is the size of the distribution sizes when normalized by size. As \( N \) is likely to be large, the worst-case complexity is very high. However, due to the alternative field in elements on the stack, it is unlikely that the worst-case ever occurs. Typically, with \( N \) of approximately 1,000,000, the algorithm takes in the order of minutes to execute.

### 4.3. Algorithms for measuring the difference of two distributions

The difference of two series of response times is computed as follows: Algorithm 5 finds, if any, the node in the distribution that has a given value. Algorithm 4 use Algorithm 5 to calculate the size of the binary tree representation of a distribution that has a given alternative. The difference between two distributions, which are normalized by size. Intuitively, the algorithm counts all elements of the first distribution that have no corresponding element in the second distribution.

The theoretical complexity of this algorithm is \( O(PQ) \), where \( P \) is the number of unique sample values in the first distribution, and \( Q \) is the number of unique sample values in the second distribution.

#### 4.4. Example

To exemplify, for a given task, assume that a series \( \{1, 1, 1, 1, 2, 5, 6\} \) of response times has been observed in the system, and that the series \( \{1, 2, 3, 5\} \) has been observed in the model. The LCM of the number of elements in the series \( \{8 \text{ and } 4\} \) is 8. Thus, normalization of the size of the series gives that the series observed at the system remain unchanged, and the series of response times observed at the system are \( \{1, 1, 2, 2, 3, 3, 5, 5\} \). In this example, we will not use binary search, but to illustrate the algorithm pick values of divergence that gives interesting executions of the algorithm.

After normalization, the series of system response times \( \{1, 1, 1, 1, 2, 5, 6\} \) are represented as the binary tree \( d_1 \), and the series of model response times \( \{1, 1, 2, 2, 3, 3, 5, 5\} \) are represented as the binary tree \( d_2 \).

In our search for the measure of divergence, performed in the interval \( (0, 5) \), we start with divergence value \( C = 0 \). In Algorithm 1, Line 3 will set \( e_1 = 1 \). At Line 4, \( e_1 \) is assigned 1. At Line 9, the first criteria is evaluated to false because there is no other match when the divergence is zero. The second criteria will also evaluate to false because the stack is empty. Thus, the tuple \( \langle 1, 1, false \rangle \) is pushed on the stack.

When the match progressed such that two matches have been found, distribution \( d_1 \) has two occurrences of the value 1 remaining, while distribution \( d_2 \) has none, the search will rollback to find a new path. However, none of the matches found has had any alternative matches, hence the test with divergence \( C = 1 \) will fail.

If \( C = 1 \), the first two matches will match value 1 from \( d_1 \) with 1 from \( d_2 \). Then, a third and fourth match will find value 1 from \( d_1 \) and 2 from \( d_2 \), leaving the distributions as follows: \( d_1 \equiv \langle 1, 2, 5, 6\rangle \) and \( d_2 \equiv \langle 3, 3, 5, 5\rangle \). The next search for a match to \( e_1 = 1 \) will fail, and a rollback will commence.

It is then discovered that the third match, performed between 1 and 1, could also have been performed between 1 from \( d_1 \) and 2 from \( d_2 \). This satisfies the first criteria of Line 9. The second criteria is also satisfied as the previous match performed was between 1 and 1. Thus, the rollback stops, and the next found match is the aforementioned alternative match between values 1 from \( d_1 \) and 2 from \( d_2 \).

Subsequently however, also this divergence will prove to
conclude a failure. It is not until the divergence is higher than or equal to three ($C_{min} = 3$) that the algorithm finds matches for all samples in the distribution. In relation to the span of the values in the distributions, which is 5, this is a relatively large divergence.

The difference of the two distributions is computed using Algorithm 4 in the form $\text{Difference}(d_1, d_2)$. The algorithm concludes that the difference is four ($D = 4$). In relation to the size of the distributions when normalized by size, which is 8, this is a relatively large difference.

The result of the comparison $\operatorname{cmp}(d_1, d_2)$ is $(\frac{1}{3}, \frac{1}{3})$. Interpreting these measurements in the light of Figure 2, we conclude that the distance between the distributions is not negligible. For example, if the second series of observations would have been $(1, 1, 2, 5)$, the conclusion would have been different.

5. Conclusion

We have presented a framework for evaluating the feasibility of using the automatic model extraction approach to obtain models of real-time software. We have presented examples of generic and commonly used archetypes and described their role in the framework with respect to PIC. The method has the same scalability issues as has any other application of testing: it may take time to construct and implement archetypes and PIC as well as to perform an evaluation. However, archetypes and PIC are generic and can be reused by other evaluations, and a method needs only to be evaluated once (evaluations of different methods can then be inter-related). Once a library of archetypes and PIC has been constructed, evaluation is essentially an automated task. Also, as the evaluation needs only to be performed once per method, our opinion is that the complexity of performing the evaluation is acceptable.

Further, we also discuss the fundamental issues of how to compare models against systems and we provide an objective measurement that solves this problem within the context of comparing response times of models and systems.

In our future work, we plan to explore and identify more relevant archetypes as well as perform evaluation of our method for dynamic model extraction. We are also developing more efficient algorithms for measuring the divergence, and are investigating other potential comparison methods.
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Abstract

Currently, general-purpose modelling tools are often only used to draw diagrams for the documentation. The introduction of model-driven software development approaches involves the definition of domain-specific modelling languages that allow code generation. Although graphical representations of the involved models are important for documentation, the development of required visualisations and editors is cumbersome. In this paper we propose to extend the typical model-driven approach with the automatic generation of diagrams for documentation. We illustrate the approach using the Model Driven Architecture in the domains of software architecture and control systems.

1. Introduction

Model-driven engineering (MDE) refers to software development approaches in which models are considered the primary development artefacts [1] (instead of source code). In these approaches software models are gradually transformed (automatically) into source code by means of model transformations. Additionally, such models are used for other (automated) software engineering tasks, such as performance analysis.

Typically, MDE approaches are based on modelling languages that offer abstractions focussed on a particular domain. Such languages are referred to as domain-specific modelling languages (DSMLs). From DSML- models code is generated for a particular software platform. DSMLs have been developed for various types of domains, such as software engineering (e.g., software architecture [2]) and application domains (e.g., insurance products [3]).

In general, the use of DSMLs has clear advantages over the use of general-purpose languages [4]. More in particular, in the context of MDE, our experience in industrial case studies [5, 6] indicates that the use of a general-purpose language, such as UML, leads to (unnecessary) complex model transformations, for instance to generate code. As such, the introduction of MDE typically requires the development of DSMLs.

Although mechanisms are available to define and implement the abstract syntax of DSMLs, such as the MetaObject Facility (MOF [7]) and the Eclipse Modeling Framework (EMF [8]), not much support is available for the definition their graphical notation (concrete syntax). As a result development of adequate graphical editors and visualisations requires considerable effort.

For some software engineering tasks, such editors are not required. For instance, developers can use a textual syntax for the creation of models that can subsequently be processed by model transformation tools. However, other tasks, such as documentation, do require some form of graphical representation. It is this problem that motivates this paper.

The basic idea of this paper is simple: when devising a new DSML we try to leverage existing visual notations and modeling tools. We propose to expand the typical MDE process in which abstract models are gradually transformed into code, with (partial) generation of documentation. To this end we combine the use of DSMLs for code generation and other automated software engineering tasks, with the use of UML for documentation. The approach uses model transformations to specify the mapping between DSMLs and UML. The diagrams corresponding to those models, as visualised by off-the-shelf UML tools, are used in the documentation. To investigate the arguments for and against this idea, we study how

• this approach works for various architectural views;
• UML can be used as the target language for visualising these views; and
• model transformations can be used to specify and automate the mapping.

In practice, the extra effort required for the development of graphical editors can hamper the introduction of MDE. Consider the following scenario. A software development organisation decides to introduce MDE. Currently, the developers use UML. However, as in many other organisations, they only use UML modelling tools for drawing diagrams [9]. These diagrams are important for the communication with other stakeholders, as they
constitute an essential part of the documentation. The introduction of MDE involves the definition of DSMs from which code will be generated. Furthermore, as the developers are comfortable with using a textual syntax for these DSMs, no graphical editors are developed. The result is that they now have to create DSM models for code generation as well as UML diagrams for documentation. Considering the current use of UML, as investigated by Lange et al. [9], and the upcoming of MDE approaches, such as the Model Driven Architecture (MDA, [10]), this is not an unlikely scenario.

We investigate the feasibility of our approach in the domain of software architecture. In Section 2 we introduce the languages specific to this domain, and the standard documentation approach. Our approach for the model-driven documentation of software architecture, MDADL, is presented in Section 3 and we report on a small case study in Section 4. The approach is easily applied to other domains as well. An additional (industrial) case study involving a different type of models is presented in Section 5. We discuss the benefits and limitations of the approach in Section 6. After discussing some related work in Section 7, we conclude with an overview of our contributions and opportunities for future work in Section 8.

2. Background

In this section we introduce modelling and documentation in the domain of software architecture. Furthermore, we discuss some of the technologies that enable our approach.

2.1. Software architecture

Modelling Several notations have been developed to specify architectural models. These architecture description languages (ADLs, see [2] for an overview) mostly consider an architecture to be a configuration of runtime components and connectors.

Due to their formal syntax and semantics ADLs enable automatic code generation and analysis. Despite these benefits, and although ADLs have received much attention from the architecture research community, they have not been applied much in industry [11].

Although UML is aimed at object-oriented modelling, it allows practitioners to address a wide range of issues [12]. Therefore, and because of the availability of supporting (graphical) modelling tools, it is often used in practice to describe software architectures [13, 9]).

A drawback UML is the semantic mismatch between architectural and UML’s OO concepts, resulting in compromises between completeness and legibility [14]. Furthermore, for automatic processing of models (e.g., for code generation) the complexity of UML results in complex model transformations [5, 6].

Documentation Because in industrial practice a software architecture is too complex to describe in a single stroke different views are used for its documentation. Different types of views have been defined to address specific concerns. The two most prominent categories of architectural views are module views and component-and-connector (C&C) views [15].

A module view addresses the question of how a system is developed; it defines the most important implementation units (modules) and their relations. Module views are used, for instance, to evaluate the maintainability of a system as implied by its architecture.

A component-and-connector (C&C) view, on the other hand, addresses the question of how a system works. It describes a system in terms of runtime components and connectors. A component is an abstraction of a computational element; a connectors is an abstraction for the way components interact. As such, a C&C view is more suited for analysis of runtime properties, such as performance.

More specific types of views are defined by imposing restrictions on the type of elements and relations allowed in a view. In a module-uses view, for instance, only ‘uses’ relations are allowed.

In the terminology of IEEE Std 1471-2000 [16], a view conforms to a viewpoint that “specifies the conventions for using and constructing a view”. A viewpoint addresses a set of stakeholder concerns. A number of viewpoint sets is available from literature, such as [15]. Furthermore, in practice also custom viewpoints are defined. Typically, a viewpoint definition prescribes a modelling language or notation that enables the specification of an architectural model that addresses the concerns of the viewpoint. As an example, a C&C viewpoint might refer to a particular ADL. In summary, a viewpoint defines a type of views and a view is a particular representation of a particular system.

In practice the architectural model for a view is primarily used as a figure or diagram (the view’s primary presentation [15]) in a document that describes the view. Because of their wide-acceptance and available tool support often UML diagrams are used for this [13].

2.2. Enabling MDE technologies

Our approach for model-driven documentation is based on model transformations. This requires capabilities for (meta)modelling, model transformation, and model interchange.

For the definition of metamodels we use the MetaObject Facility (MOF [7]). An implementation of
the MOF is available as an Eclipse plugin, the Eclipse Modeling Framework (EMF [8]).

The EMF plugin generates an implementation for a metamodel as a set of Java classes that offers an interface that allows developers to manipulate conforming models. These models can be serialised to an XML document using XML Model Interchange (XMI [17]). Additionally, a simple tree-based editor is generated that can be used as an Eclipse plugin for the creation and inspection of associated models. As an example consider the screenshot of such an editor in Figure 3(b). This editor is also capable of validating a model against its metamodel.

The Atlas Transformation Language (ATL [18]) is based on EMF. We use it to define model transformations that are executed by a transformation engine. In ATL, transformations are defined in modules that consist of declarative transformation rules and helper operations. Using a syntax similar to that of OCL, the transformation rules match model elements in a source model and create elements in a target model. A helper is defined in the context of a metamodel element, to which it effectively adds a feature.

For their input, model transformation tools typically use XMI serialisations of MOF-based (meta)models. In the case of UML, these models can simply be created and visualised using standard UML tooling.

3. Model-Driven Architectural Views

To take advantage of the power of DSMLs for code generation and other automated software engineering tasks and that of UML for documentation, we explicitly distinguish architectural documentation and architectural models. We make this concrete by revisiting the conceptual model of the industry standard for description of software architectures (IEEE Std 1471-2000 [16]). The result, the Model-Driven Architectural Views (MDAV) framework, is displayed in Figure 1.

3.1. MDAV Framework

In Figure 1, for the development of a software System, an Architecture is defined that includes the most important design decisions. These are made concrete in an Architectural Description that consists of Models on the one hand, and architectural Views on the other. In the spirit of MDE, models conform to a Metamodel and are used for several (automated) tasks such as, analysis and code generation. Views on the other hand conform to a Viewpoint and are primarily used for communication purposes. Both metamodels and viewpoints are developed to address a certain set of Concerns. A viewpoint prescribes the language to be used to model the architecture. A metamodel specifies the abstract syntax of this language.

![Figure 1. MDAV framework](image)

A view includes diagrams in its primary presentation that represent the associated architectural models.

To allow the use of custom defined DSMLs without the need to specifically develop corresponding graphical representations and editors, we use UML Diagrams. To this end, we map DSML Models to UML Models that are visualised as UML diagrams for inclusion in view documentation with standard UML tooling. Thus, in MDAV the connection between views and models is made through (UML) diagrams. Thanks to this connection, views become model driven.

3.2. MDAV Process

In summary, compared to the conceptual model as described by IEEE Std 1471-2000, we add the concept of a diagram that allows to relate a view to a model. Furthermore, in-line with MDE, we explicitly added a metamodel as a description of the modelling language used in a view. Application of the corresponding approach involves three steps: definition of 1) a suitable metamodel, 2) means to create corresponding models, and 3) a mapping to UML.

A suitable metamodel for a particular viewpoint can be defined from scratch or based on an existing ADL that addresses the relevant concern. In the former case, we use a description of the viewpoint (e.g., from Clements et al. [15]) and create corresponding elements and relations in the metamodel. In the latter case, we base the metamodel on the ADL’s grammar (or other language specification mechanism). Given the typically modest size and simple syntax of ADLs and using appropriate tooling, corresponding metamodels are easily created.

A means to create models associated with the defined metamodel is also required. Depending on the complexity of the associated metamodel different alternatives are suitable, of which we give examples in Section 4.

We specify and implement the mapping between the
prescribed metamodel and UML using a model transformation language. For several ADLs mappings to UML already exist, that we can specify as model transformations. This allows us to automatically transform an architectural (ADL) model to a UML Model. As such, ADL Models and UML Diagrams can evolve simultaneously.

Although the corresponding UML diagram might not exactly represent the architectural model (e.g., because the latter uses concepts that do not correspond to any UML concept), it is typically complete enough for most communication purposes. Moreover, in the case of a semantic mismatch, we use stereotypes to indicate the type of ADL element a specific UML element represents.

4. Using MDAV to Generate Views

We applied MDAV to two architectural viewpoints: we defined an appropriate metamodel, that is, a modelling ‘language’, means to create and manipulate associated models, and a mapping to UML.

We use the CaPiTaLiZe system [19] as a running example. CaPiTaLiZe transforms a character stream by capitalising alternate characters. A C&C model of CaPiTaLiZe is visualised in Figure 2. CaPiTaLiZe is designed as a pipe-and-filter system, with separate components for splitting a stream of characters in two streams (split), (un)capitalising characters (upper, lower), and merging two streams of characters (merge).

The diagram of CaPiTaLiZe’s module view is depicted in Figure 3(c). In this UML class diagram we represent architectural modules with UML Packages and use-relations with UML Dependencies, as suggested by Clements et al. [15].

4.1. Module-uses view

Metamodel Module-uses views are based on a special type of dependency relation: the uses relation. As such, these views only contain one type of element and one type of relation [15].

Although UML is well-suited and therefore also typically used in the primary presentation of module views, we developed a small custom metamodel to illustrate MDAV. This MODULEADL metamodel is depicted in Figure 3(a). In addition to a Module element and use relation it defines an Implementation to consist of a set of modules that may use other modules.

Model creation Using MOF, in principle, only the abstract syntax is defined. Although XMI offers an off-the-shelf mapping to XML, it is not intended to be used directly by software developers [21].

For simple metamodels, such as our MODULEADL, we propose to use the editor generated by EMF for the creation and inspection of models. Figure 3(b) shows a screenshot of this editor while editing the MODULEADL model for the CaPiTaLiZe system. The top part shows the modules that are defined for this system, the Properties pane is used to inspect the properties of those modules. This screenshot shows, for instance, that Module Split uses Module Config and Module IOlib.

UML mapping The mapping to UML is based on one of the mappings suggested in [15]. We map Modules to UML Packages and the uses relation to UML Dependencies. We specified this mapping using ATL. A fragment is depicted in Listing 1.

In an ATL transformation rule a from clause specifies a pattern that is matched by elements of the source model. For each match the target patterns in the to clause are instantiated in the target model. In this case, the Package rule creates a Package (p) and a set of Dependencies (ds) for each Module (m) in the source model. Using the distinct...foreach construct a Dependency is created for every Module that is used by the Module that matched the rule (m.use). For both target elements a set of bindings is
specified to initialise their features. The clientDependency feature of the created Package (p), for instance, is initialised with the set of Dependencies created by this rule as well (ds).

The result of applying this transformation to the MODULEADL model of the CaPiTaLiZe system (Fig. 3(b)), is visualised using a UML tool (Fig. 3(c)).

4.2. Component-and-connector view

Metamodel For C&C views, we define a metamodel for a simple ADL similar to ACME [20], an ADL interchange language that covers the most constructs in a wide range of ADLS.

Consider the metamodel for the ADL (CCADL) in Figure 4(a). Using CCADL the architecture of a System consists of a Style, a set of Components, and a set of Connectors. A component owns a set of Ports via which it interacts with its environment. Similarly a connector owns a set of Roles that define what behaviour is expected from the participants in the interaction the connector represents. By attaching conforming roles and ports, configurations of components and connectors can be created. Finally, the style defines the types of components (ComponentType), connectors (ConnectorType), roles (RoleType), and ports (PortType).

Model creation Again, a straightforward approach to create CCADL models is to use the editor generated by EMF. Figure 4(b) displays a screenshot of this editor, while editing the CaPiTaLiZe CCADL model. When considering the complexity of the CCADL metamodel (compared to the MODULEADL metamodel), it becomes clear that editing models using this editor is inconvenient. Using this editor it is not possible, for instance, to immediately determine the component and connector types and understand their configuration.

As an alternative, we propose to use a simple XML DTD or schema that allows to describe associated models as simple as possible. A fragment of an XML document conforming to such a DTD describing the same CaPiTaLiZe system is depicted in Listing 2. Note that, the DTD

```
rule Package {
  from m:MADL!Module
to p:UML!Package (  
    name <- m.name,  
    clientDependency <- ds),
  ds: distinct UML!Dependency foreach (um in m.use)(  
    client <- m,  
    supplier <- um)
}
```

Listing 1. MODULEADL → UML (ATL)

we defined allows to separately specify the configuration of components and connectors as a set of attachments.

If we use simple XML documents to specify systems in CCADL, we separately need to populate a model conforming to the CCADL metamodel. Several approaches can be used to populate a model.

One possibility is to develop a so-called injector, a program that parses a file and uses the API generated by EMF to instantiate a corresponding model. In general, an injector is used to bridge two different domains, in this case the XML and modelware (MOF) domains. In the context of model-driven engineering such domains are also referred to as Technological Spaces [22].

As an alternative we reuse the XML injector, and XML metamodel (Fig. 5) provided by the ATL project\(^1\). Based on an XML document this injector instantiates a model that conforms to the XML metamodel. Subsequently, we transform this model into a model that conforms to the CCADL metamodel using ATL model transformations. The latter approach requires the smallest ef-

\(^1\)http://www.eclipse.org/m2m/atl
fort because it reuses existing injectors and metamodels, and only requires us to specify a transformation that maps the XML metamodel to our CcADL metamodel.

The transformation to instantiate a CcADL model based on a (injected) XML source model is straightforward. Listing 3 contains a fragment of this transformation. The rule matches all XML elements named 'Component'. For each it creates a Component in the CcADL model. The type and name features are initialised using two helpers, getType and getName. They navigate the XML model to extract the desired information. For the type feature this is another XML Element that, in turn, matches a rule that creates ComponentTypes. The other elements of the CcADL metamodel are instantiated by similar rules.

UML mapping The UML representation of components and connectors is based on the strategies for modelling architecture with UML described by Garlan et al. [14]. In Figure 4(c) component and connector types are depicted as stereotypes, components as classes, connectors as associations, and ports and roles are not explicitly shown at all.

Listing 4 shows two rules of the corresponding ATL model transformation. The Association rule instantiates an Association (assoc) for each Connector (conn) in the source model. As our UML tool did not support stereotypes on Associations, we initialise the name feature to mimic one. Although not very elegant, this is acceptable when considering the goal of our transformation: generation of diagrams for documentation. In UML an Association has a connection feature that is a set of AssociationEnds. In our case, these represent the Roles of a Connector. For simplicity we assumed a Connector has exactly two Roles. The connection feature is initialised to the result of the rule that matches the roles of the Connector. Roles are matched by the AssociationEnd rule that creates an AssociationEnd (aend) for every matched Role (r). The isNavigable feature is initialised depending on whether the matched Role is of type pipeOut (true) or not (false). As such, we control the direction of the Association for representation of the Connector.

Depending on the exact concerns the associated viewpoint addresses, alternative mappings to UML can be implemented similarly, such as a mapping that explicitly shows ports and roles.

Listing 1. C&C model of CaPiTaLiZe (XML)

Listing 2. C&C model of CaPiTaLiZe (XML)

Listing 3. XML → CcADL (ATL)

Listing 4. CcADL → UML (ATL)
5. Industrial Application

In this section we discuss a case study in which we applied MDAM to an architectural view in use for a class of control systems. Before discussing the three steps of our approach, we briefly introduce the case study.

ASML, a large manufacturer of equipment for the semi-conductor industry, studies the migration to a new architecture for supervisory machine control (SMC) components. In an advanced manufacturing machine, such as the wafer-scanners developed by ASML, an SMC component is responsible for the coordination of manufacturing activities in order to perform manufacturing requests. In a layered control architecture, an SMC component receives manufacturing requests from components in a higher layer, and coordinates the execution of manufacturing activities by components in a lower layer. Traditionally, the design for SMC systems is based on state transition models. The new approach [23] is based on task-resource models.

Metamodel Using the task-resource approach, SMC systems consist for a large part of generic, reusable components defined by a product-line architecture. The remaining application-specific components are generated based on a model of an SMC system in terms of tasks and resources. The associated metamodel is shown in Figure 6(a).

Task-resource models consist of a static and a dynamic part. The static part models the controlled System by specifying the Behaviours (manufacturing activities) it can perform, the Capabilities this requires, and the Resources (subsystems) it controls to offer those capabilities. The dynamic part models the manufacturing requests the component can perform in terms of (simple, conditional, or compound) Tasks that are of a specific Behaviour. Precedence relations between tasks are used to specify restrictions on execution order.

Based on the metamodel, tools can be developed for the generation of source code, model validation, and other software engineering tasks that can be automated. We used it, for instance, as the target of a model transformation that automates the migration of SMC components from a state-based to a task-resource-based architecture [6].

Model creation In this case, task-resource models were obtained by the automatic migration of legacy SMC models (based on state machines) to models based on the task-resource architecture. As such, a means to create task-resource models directly was not yet required. When SMC systems are developed based on the task-resource approach from scratch, such means would be required. In that case, one of the alternatives presented in the previous section can be used.

An example of a generated task-resource model (as result of the automated migration) inspected using the EMF editor is depicted in Figure 6(b). This editor was generated based on the metamodel we defined (Fig. 6(a)). Apart from this editor there was no (more advanced) editor available for these models.

UML mapping For the documentation of SMC systems based on the task-resource architecture, a viewpoint was defined. Due to the lack of a convenient editor to visualise task-resource models and to take advantage of available tooling and experience, the viewpoint prescribes that such models are depicted using UML diagrams. As such, the alignment of the task-resource view documentation with the task-resource models from which code can be generated, involved a mapping of the corresponding metamodel to UML.

For the documentation of a conforming view, separate diagrams are used for the static part and for each of the possible requests of the dynamic part. For the former, a UML Class Diagram is used in which a Class with appropriate Stereotype is used to represent a Behaviour, Capability, or Resource. For the latter, UML Activity Diagrams (one for each request) are used that effectively represent tasks and their precedence relations as task graphs. We used ATL to define corresponding mappings from the task-resource metamodel to UML class models for the static part, and to UML activity graphs for the dynamic part. A UML tool visualises these models as a UML Class Diagram, and a UML Activity Diagram, respectively.

As an example, the rule in Listing 5 maps a SimpleTask to the element that represented an activity in a UML Activity Diagram: ActionState. The name feature of the generated ActionState (state) is initialised using the name of the behaviour associated with the SimpleTask (st) that matched the rule. The rule also creates a set of Stereotypes (sType). In that target element the sTypes helper determines the resources required by the behaviour associated with the matched SimpleTask. This set is used to generate a set of ActionState Stereotypes used to initialise the stereotype feature of the generated ActionState.

Application of the transformation we defined to the model partly depicted in Figure 6(b), results in a class model and an activity graph for each request. One of those is visualised as an Activity Diagram in Figure 6(c). Tasks are represented by Activities, required resources by Stereotypes on Activities, precedence relations between Tasks by the order of the Activities, fork bars were used to indicate tasks that can be executed concurrently (i.e., tasks without precedence relations), and conditional Tasks (OrTasks) were mapped to choice nodes. As such, to complete the migration, models as the one depicted
in Figure 6(b) are used for model-based generation of source code, while diagrams as the one in Figure 6(c) are used for view-based documentation. Using model transformations the diagrams for this documentation are generated automatically.

6. Discussion

Our approach has several benefits. It reduces the effort required for the introduction of MDE approaches by circumventing the need to specifically develop graphical editors for the visualisation of DSMLs models. Furthermore it allows to introduce an MDE approach gradually; UML diagrams can continue to be used for documentation purposes. As such, in the case of software architecture, it facilitates the integration of ADLs and supporting tools in industrial development processes.

As presented here the approach uses MDA technology for model transformations and metamodeling. The underlying ideas are applicable to other MDE approaches as well: either by using the available transformation and metamodeling technologies for that MDE approach, or by implementing a bridge to MDA. We gave an example of the latter in Section 4.2 for XML.

Of course, the diagrams that are generated automatically using our approach, only constitute a minor part of the complete documentation. Architectural views, for instance, typically also document (some of) the rationale and trade-offs that underly design decisions [15]. In fact, an architectural view can be seen as ‘diagrams + explaining text’. Although the ‘explaining text’ is not automatically updated using our approach, it does provides a starting point for doing so (i.e., the newly generated diagram).

Whether a mapping to UML is feasible, depends on the type of models involved and the documentation requirements. A potential risk of our use of UML, is that the UML semantics might not match with the semantics of the represented (DSML) model elements, resulting in ambiguities. In these cases appropriate stereotypes should be introduced. As an example, consider the stereotypes in Figure 4(c). These stereotypes are included in the ATL mappings we defined.

In the case that the semantic gap between the involved metamodel and UML is too large to be solved with stereotypes, instead of UML, more generic graph languages such as DOT² and GXL³ could be used as target of the mapping.

The effort required for specification of the mappings to UML is mainly determined by the complexity and size of the DSML metamodel. Typically, these are relatively small (e.g., compared to UML). Furthermore, such mappings can be either specifically developed (as in the case of task-resource models) or reused (as in the case of ADLs). In the latter case they only need to be specified as a model transformation.

Our approach focuses on visualisation of DSML models. It does not offer visual editing for models conforming to complex metamodels. When that is required, editors have to be developed specifically. Technology to partly generate such editors is provided in the Eclipse Graphical Modeling Framework (GMF [24]) using EMF. Based on the specification of a concrete syntax and the abstract syntax specified by a metamodel this plugin can generate an editor. However, in the case that only visualisation is required, our approach offers a lightweight alternative.

Another alternative is to simply manually create documentation instead of automatically as in our approach. In that case the diagrams corresponding to some software models are created (drawn) manually using modelling or more generic tools. Obviously, consistency becomes an issue with such an approach.

7. Related Work

Fondement and Baar [25] present an approach to specify (graphical) concrete syntax by extending metamodels. Based on this approach tools could be developed to (partly) generate corresponding editors. Instead, we take advantage of existing UML tools.

Mevdić et al. [12] investigate the use of UML in the domain of software architecture. More in particular, they investigate how modelling constructs used in ADLs (i.e., a type of DSML) can be represented using UML. They consider two approaches for using UML to model software architectures: (1) use UML ‘as-is’, and (2) use UML’s extension mechanisms. They conclude that UML has a number of limitations when used to model software architectures. The lack of architectural modelling constructs makes it necessary to adopt specific interpre-

²DOT - Language used by Graphviz (Graph Visualisation Software), see http://www.graphviz.org
³GXL - Graph eXchange Language, see http://www.gupro.de/GXL
tations of UML model elements or to rely on the Object Constraint Language (OCL) to constrain the use of model constructs. In this paper we investigated a third strategy that is based on the definition of metamodels for ADLS and their mapping to UML using model transformations.

Five strategies for representing architectural structure in UML are described by Garlan et al. [14]. They conclude that there is no single best way to do this. Furthermore, they identify a trade-off between completeness and legibility: strategies that assign different UML model elements for each ADL construct (completeness) tend to be very verbose and hence poorly readable (legibility). One of their recommendations to solve this, is to continue to use ADLs but to provide mappings to object-oriented notations. In the current paper we specified such mappings using model transformations, which makes them automated.

Where we propose to use MOF for the definition of DSMLs, Dashofy et al. [26] use XML for the definition of ADLS. It provides generic high-level XML schemas that can be extended for development of ADLS. They leverage the available tool support for XML. As we use MOF, we leverage available UML and MOF tools as well. This enables, for instance, the specification of transformations on a higher level of abstraction by a model transformation language.

8. Concluding Remarks

In this paper we proposed to combine DSML models and UML diagrams for model-driven software documentation. Where MDE approaches typically aim to use DSML models to automatically create source code, our approach complements MDE with the (partial) creation of documentation.

The main motivation for our approach is the observation that although DSMLs have clear advantages over general-purpose modelling languages, it requires considerable effort to develop graphical editors and representations. In particular, the definition and implementation of their concrete syntax or notation is much more involved than that of their abstract syntax, which is supported by technologies, such as MOF and EMF. This is a problem, as graphical representations of models are an essential part of software documentation.

Our approach uses model transformations to (automatically) map DSML models to UML models. These UML models are easily visualised as UML diagrams using available modelling tools. While the DSML models can be used for code generation and other automated software engineering tasks, these diagrams are used in the documentation. As such, our approach allows to optimise both completeness (by the ADL model) and legibility (by the UML diagram) of architecture descriptions. Furthermore, part of the documentation can be automatically updated as the software system evolves.

Application of our approach requires the definition of a DSML metamodel using MOF and mappings to UML using model transformations. This needs to be done once for each DSML used. Furthermore, a means to create associated models is required. We gave several examples for this. Compared to the development of a complete graphical editor for the defined metamodel, our approach is more lightweight.

We evaluated our approach in the domain of software architecture, for which we defined MDAG. It refines the industry standard for architecture documentation (IEEE Std 1471-2000) by linking architectural views (documentation) to architectural models using model
transformations and UML. MDAV is easily generalised to other domains. As an example, we discussed an industrial application in the domain of control systems.

Currently we are investigating how the proposed model transformations can best be integrated with existing tooling and development processes. Another problem we are investigating is the (automatic) derivation of metamodels (e.g., based on MOF) from grammars (e.g., based on EBNF). A solution to this problem increases the effectiveness of our approach when applied to existing DSMLs that are not based on MDA technology.
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Abstract

Changes to safety-critical product lines can jeopardize the safety properties that they must ensure. Thus, evolving software product lines must consider the impact that changes to requirements may have on the existing systems and their safety. The contribution of this work is a systematic, tool-supported technique to support safe evolution of product-line requirements using a model-based approach. We show how the potential feature interactions that need to be modeled are scoped and identified with the aid of product-line software fault tree analysis. Further, we show how reuse of the state-based models is effectively exploited in the evolution phase of product-line engineering. To illustrate this approach, we apply our technique to the evolution of a safety-critical cardiac pacemaker product line.

1. Introduction

Changes to software requirements after deployment, due to system evolution, increase the difficulty of understanding, tracing, modeling and verifying the effects on system safety properties and can jeopardize the safety of the system [8]. Changes to the software requirements of a product line can greatly increase this difficulty because multiple systems are involved that may have varying safety properties and that can jeopardize the safety of the systems in different ways [6]. Safety-critical product lines, including cardiac pacemakers [20] [21], constellations of satellites [9] and medical imaging systems [28], need techniques and tools to accommodate and analyze the impact of system evolution on the product line and the product line’s safety properties [17].

A product-line is a set of systems developed by a single company that share a common set of core requirements (i.e., the product line’s commonalities) but differ amongst each other according to a set of managed variable requirements (i.e., the product line’s variabilities) [27]. The utilization of product-line engineering for software systems is advantageous in that it exploits the reuse potential in the analysis, design and development of the commonalities and variabilities in each product-line member [30]. Studies suggest that product-line engineering can reduce development time and cost as well as increase the quality of products by a factor of 10 times or more [6]. Product-line evolution typically involves the addition of new features (i.e., variabilities) or the refining of existing variabilities (i.e., altering the allowed parameters of a product-line variability) [29].

Yet, product-line engineering still lacks the technical mechanisms to efficiently ensure the safety of each product-line system while fully taking advantage of its reuse potential [23]. Specifically, Kang [17] identifies the following as open problems for the viable use of product-line engineering:

- Verifying quality attributes (e.g., safety and reliability) and detecting feature interactions that may violate the quality attributes
- Modeling, analyzing and managing product-line features and feature interactions while avoiding the feature explosion problem
- Accommodating the evolution of the product line and adapting the product-line assets to the evolved requirements

The work described here addresses these problems in the context of the evolution and maintenance of a product line. Specifically, this work provides a structured, tool-supported decision mechanism, driven by the use of a product-line software fault tree analysis, to determine if new requirements, as a result of product-line evolution, can be safely integrated into the product line without introducing unchecked safety concerns. We utilize a product-line requirements analysis tool [25] and product-line software fault tree analysis tool [10] to augment and focus our state-based modeling of a product line on those new requirements.
and potential feature interactions that may be safety-critical.

The contributions of this work are a tool-supported, state-based, safety analysis approach for the evolution of a software product line, including:

- Linking safety-critical, product-line requirements to their state-based model components
- Identifying and analyzing potential safety-critical feature interactions
- Modifying and reusing existing product-line state-based models to include new requirements from product-line evolution

This work is a part of a larger effort that investigates how safety-critical product lines evolve and that develops analysis techniques, tools and strategies to reduce the cost of safety analysis and enhance the safety and reusability of evolving product lines. The long-term goal is to provide safety analysis results for the new systems of a product line during requirements evolution in a timely and cost-efficient manner.

The remainder of this paper is as follows. Section 2 reviews related research in product-line engineering, state-based modeling for product lines and product-line safety analysis. Section 3 gives an overview of our approach to accommodate the safety analysis of evolving software product lines using state-based modeling. Section 4 details our technique using the evolution of a pacemaker as our safety-critical case study. Section 5 provides a brief discussion of our technique and our experience in its application. Finally, Section 6 provides some concluding remarks.

2. Background & Related Work

This work builds upon previous work integrating product-line engineering, state-based modeling and software safety analysis. Compared to our previous work in this field [20] [21], this work demonstrates how the safety analysis of a product line using a state-based modeling approach can accommodate product-line evolution.

2.1. Software Product-Line Engineering

The ability to reuse software engineering assets during system development continues to be of vital interest to industry as it offers the possibility to significantly decrease both the time and cost of software requirements specification, development, maintenance and evolution [27]. In product-line engineering, the common, managed set of features shared by all members, the commonalities, are reused for all members of the product line. For example, a commonality for a pacemaker is "A pacemaker’s pacing cycle length shall be the sum of the senseTime and the refractoryTime".

The variabilities of a product line differentiate the product-line members and may have a design, configuration, delivery or run-time binding with the product-line member [20] [21]. For example, a run-time binding pacemaker variability is "The senseTime of a pacemaker’s pacing cycle may vary at run-time by setting the senseTime from 800 msec to 300 msec".

Product-line dependencies restrict which combinations of variability subsets can form viable product line members. Dependencies may enforce safety requirements by preventing or restricting some feature interactions. For example, a pacemaker dependency is "A modeTransitive type pacemaker must only use a 800 msec senseTime when it is operating in an Inhibited pacing mode".

Product-line engineering is typically partitioned into two phases: domain engineering and application engineering [30]. A product line is initially defined by its commonalities and variabilities in the domain engineering phase. The benefits of product-line engineering come in the application engineering phase when the reusable assets defined in the domain engineering phase are exploited to create product-line members. Product-line evolution typically involves the addition of new features (i.e., variabilities) or the refining of existing variabilities (i.e., altering the allowed parameters of a product-line variability) [29]. For instance, a requirement evolution for the pacemaker variability given above may expand allowable senseTime pacing cycle to also include some value between 800 msec and 300 msec, e.g., 500 msec.

2.2. Model-Based Software Development

State-based modeling has previously been used as a mechanism to detect the correctness of the requirements and design as well as to aid in the verification of behavioral requirements [1], [7]. Harel and Marelly, like us, have used a scenario-guided approach to testing state-based models as a way to identify missing requirements [16]. However, their work concentrates on validating the safe behavior of single systems, whereas the work described here aims at validating the safe behavior of the multiple systems within a product line.

Software product lines have been modeled in various ways using extensions of UML to aid in the reuse of UML assets. For example, Clauss extends UML to support features diagrams as well as extending the package diagram to incorporate variabilities descriptions [5]; Doerf classifies the relationships within a variation model and relates them to UML
2.3. Software Safety Analysis

Safety analysis for software product lines is still immature. Safety analysis approaches have been proposed to verify safety properties and discover missing safety requirements for the multiple systems of a product line. Feng and Lutz [14] propose a bi-directional approach that uses a forward search to discover the effects of a hazard coupled with a backward search from faults to their contributing causes to verify and discover safety requirements. Lu and Lutz propose a failure contribution analysis for product lines to help the analysis of the contributions of commonality and variability trees to root node hazards [22]. Yet, these two approaches rely on a static analysis of the product-line requirements rather than the executable analysis done in this work.

This work utilizes two tool-supported product-line safety analysis methods to support the creation of state-based models and to analyze the evolution and feature interactions of product-line requirements.

DECIMAL is a product-line requirements analysis tool that documents the commonalities, variabilities and dependencies of a product line during the domain engineering phase [25]. During the application engineering phase, DECIMAL verifies that the selection of variabilities for a product-line member does not violate the product line’s prescribed dependencies.

PLFaultCAT is a tool that aids the construction and analysis of product-line software fault tree analyses (SFTA) [10]. A SFTA is a widely used backward safety analysis technique designed to trace the causal events of a specified hazard down to the basic faults of a single system [18]. PFLaultCAT allows engineers to construct the product-line SFTA and associate the commonalities and variabilities, from DECIMAL, with the leaf nodes of the SFTA in the domain engineering phase. During application engineering, PFLaultCAT semi-automatically produces the product-line members’ SFTAs from the product-line SFTA.

The work reported here, as in our previous work [20] [21], uses executable UML within the Rhapsody software modeling environment as well as the TestConductor tool by I-Logix [24].

3. Approach

This section describes the construction of the safety analysis of an evolving software product line using state-based modeling. It focuses on how to identify, model and analyze potentially unsafe feature interactions.

3.1. Safety Analysis of Evolving Software Product Lines Using State-Based Modeling

We here provide a step-by-step overview of our technique for safety analysis of software product lines using state-based modeling for a product line during evolution.

3.1.1. Commonality and Variability Analysis. The Commonality and Variability Analysis (CVA) documents the product line’s requirements [30]. During evolution, new feature requirements (i.e., variabilities) are added to the CVA, possibly using a product-line requirements analysis tool, such as DECIMAL [25], as done here.

3.1.2. Product-Line Software Fault Tree Analysis (SFTA). A product-line SFTA will need to accommodate the new features if they can potentially contribute to causing one of the failures described in the SFTAs. The new features may require the modification of the product-line SFTA by adding entirely new fault trees as a result of the possibility of new root node hazards occurring. This requires the construction of a product-line SFTA just as done during the initial development of a product line [10].

Additionally, new features introduced during product-line evolution may need to be included in existing product-line SFTAs. To accomplish this, each existing fault tree is analyzed to see how the new feature(s) can contribute to causing the root node hazards. This may entail adding subtrees to the existing fault trees or associating the requirements of the new feature with the leaf nodes of the fault tree. Here we use the SFTA tool PFLaultCAT [10], to achieve this.

3.1.3. Variation model generation. We map the leaf nodes of the product-line SFTA to architectural components and then model the behavior of the
architectural component in a state model. During the initial development of a product line, the state-chart model is incrementally built from the product that has the fewest variable features until all features are included into the state model [20] [21].

To address product-line evolution, any new features are incrementally integrated into the state model. To achieve this, any newly created SFTAs, a result of Step 2, will need to map the SFTA’s leaf nodes to a new or existing architectural component. If they are mapped to an existing component, that component’s behavior must be modified to include the new behavior introduced by the new feature(s). If they are mapped to a new architectural component, that new component’s behavior should then be modeled and integrated into the product-line state model. For the existing product-line SFTAs that were modified to accommodate the new features, we need to include the new behaviors into the architectural components representation in the state model.

3.1.4. Scenario derivation. Using the product-line SFTA, we derive required scenarios (i.e., those scenarios that enforce a safety property) and forbidden scenarios (i.e., those scenarios that emulate a hazard). For the newly created product-line SFTAs, the process described in [20] [21] suffices. For the existing product-line SFTAs that were modified as a result of the new features, the scenarios that were developed during the initial product line’s construction must be altered to accommodate the behavior described in the new subtrees of the SFTAs. This will result in modified testable scenarios that need to be re-executed in Step 5 since the behavior they display as a result of evolution may differ from when they were executed and verified during the product line’s initial development.

3.1.5. Scenario-guided model analysis. The developed scenarios, from Step 4, are exercised against the state model, from Step 3. Although the introduction of the new feature as a result of evolution may have altered all the testable scenarios from the initial development, all scenarios should be exercised against the model to ensure that the inclusion of new features’ behavior into the model does not produce undesired/unknown effects (i.e., a regression testing approach). This step then follows [20] [21]: a failure in the execution of the required scenarios indicates inconsistencies between the model execution and the specified scenario; a forbidden scenarios execution will indicate a need to update the design if it is found to allow illegal/hazardous behavior. In each case, an update to the design is warranted if undesired behavior is detected when executing the scenarios in the state model. In this work, we used TestConductor to exercise the model in the Rhapsody modeling environment [24].

3.2. Identifying and Modeling Safety-Critical Feature Interactions

The evolution of a software product line is more complex than for single software systems since new, possibly conflicting, features from the existing products in the product line and the newly introduced features for the new products can result in unsafe/undesirable feature interactions [29]. For example, the 1996 explosion of the initial flight of the Ariane 5 rocket was partially blamed on the interaction of the new features introduced in the Ariane 5 with the features retained from the earlier, Ariane 4, rocket [19]. Thus, it is crucial to ensure that product-line evolution does not introduce feature interactions that compromise the safety properties that the product line previously ensured.

To address this, our approach focuses on the identification and modeling of safety-critical feature interactions to determine whether they may cause a hazard. In the case that the feature interactions cause a hazard, we explore in simulation the effects of possible alternatives in the model to prevent such an unsafe feature interaction. The identification and analysis of new safety-critical feature interactions in the product line introduced as a result of the inclusion of a new feature(s) during evolution consists of the steps described below.

3.2.1. Identification of safety-critical feature interactions. A product-line software fault tree analysis (SFTA) associates a product line’s requirements (i.e., commonalities and variabilities) with the leaf node failure events that may lead to the occurrence of the root node hazard. As described in Section 3.1, Step 2 as well as in [10], the evolution of a product line will associate new product-line requirements with the leaf nodes of existing SFTAs along with former requirements.

After the adaptation of the product-line SFTAs to the new features introduced as a result of evolution, the safety-critical feature interactions can be identified by searching for those product-line requirements that frequently contribute to the possible causes of the fault tree’s failure nodes. PLFaultCAT [10], the product-line SFTA tool used here, can automatically identify those product-line requirements and combination of product-line variabilities (i.e., features) that contribute to the most potential failures as defined in the SFTA.
This analysis provides a prioritized list of those product-line requirements and feature interactions that warrant further scrutiny using an executable state-based model. That is, those product-line requirements and feature interactions that are deemed to contribute to the most fault tree failure nodes are more likely to have unsafe interactions with existing product-line requirements and should have their behaviors modeled in order to determine the safe/unsafe behaviors using a dynamic analysis.

3.2.2. State-based modeling of feature interactions to determine safe/unsafe behavior. We here describe our approach using executable state models and scenarios. To determine the safety of feature interactions using our state-based model, we first take a manageable sub-tree of the product-line SFTA. The variabilities in the cut-set of such a fault tree can be used to map to components in the architecture diagram of the product line. If there are new features introduced into the product line, we need to update the architecture design if such a new feature will introduce new components or new associations between components.

Next, we take the state models of those components where the safety related variabilities reside. For newly introduced features, it is likely that the existing state models will be updated, or new state models will be created. We then derive the events that are identified as potentially causing hazards and their direct consequences from SFTA. The causative events and their consequences, represented as message passing between involved components, form required or forbidden scenarios to analyze in the following steps.

Next, we execute the models and inspecting the execution sequences either manually or automatically, with the scenarios previously identified as guidance. The manual inspection includes monitoring the message-passing sequence diagram among the components that are identified in the derived scenarios, pausing at points of importance, and selectively investigating details in the animated statechart view of a specific component when necessary. Manual inspection also includes injecting events at run-time to test the response of the system under different environmental inputs.

The automatic inspection involves using a scenario-based state model testing tool, such as TestConductor, that captures requirements regarding absolute or partial ordering of messages as sequence diagrams, and testing the sequence diagram against the actual order of message-passing during the state model execution. Such tests can be automatically executed for improved inspection.

The manual inspection is more flexible and more informative for requirements that cannot be easily modeled by sequence diagrams due to the nature of the requirements or limits of the tool [20] [21], while the automatic inspection is more thorough, providing more assurance regarding a testable scenario. The outcome gives users information regarding whether a forbidden scenario is likely to happen and how it may happen, or whether a required scenario can sometimes not happen. This is because the execution will give the actual execution scenarios providing details confirming or contradicting the scenarios derived. Note that this scenario-guided inspection of model execution gives no guarantee as to whether a required scenario is always going to happen or a forbidden scenario is never going to happen – that requires the more rigorous reasoning provided by formal methods [4].

After inspection, we need to find mechanisms to avoid forbidden scenarios from happening or enforcing required scenarios, using the detailed results from the previous step as guidance. Such mechanisms, once implemented in the state model, will again be inspected during execution, as described above, to decide if they do achieve their goals. Once confirmed, these mechanisms can be used to suggest new requirements update.

While a new feature is likely to update an existing SFTA or even introduce a new SFTA-related state models may be re-validated (by running through the process described above) to ensure that the new feature does not interfere with them. Such a re-validation process can be done by adding the new feature related component into the scenario to check if there is any potential interaction between this component and the components residing in the original sequence diagram.

4. Application to the Evolution of a Product-Line Pacemaker

This section applies the approach described in Section 3 to a safety-critical, product-line cardiac pacemaker.

![Figure 1. Product-Line Architecture after Evolution](image-url)
4.1. Description and Evolution

To illustrate our approach, we build upon the pacemaker product line described in [20] [21]. A pacemaker is an embedded medical device designed to monitor and regulate the beating of the heart when it is not beating at a normal rate. It consists of a monitoring device embedded in the chest area as well as a set of pacing leads (wires) from the monitoring device into the chambers of the heart [13]. In our simplified example, the monitoring device has three basic components: a sensing component (sensor) that senses heart beat, a stimulation component (pulse generator) that generates pulses to the heart, and a controlling component (controller) that configures different pacing and sensing algorithms and issues commands. Here, we only consider a single-chambered product line of pacemakers that does pacing and sensing in the heart's ventricles.

Our simplified pacemaker product line consists of the following products and features:

- **BasePacemaker** – This product has the basic functionality shared by all pacemakers: generating a pulse whenever no heart beat is sensed during the sensing interval.

- **ModeTransitivePacemaker** – This product can switch between InhibitedMode and TriggeredMode during runtime. In the InhibitedMode, the pacemaker acts exactly like a BasePacemaker. In the TriggeredMode, a pulse follows every heartbeat to provide a different type of therapy.

- **RateResponsivePacemaker** – This product acts similarly to the BasePacemaker but contains an extra sensor allowing it to adjust its sensing interval according to the patient’s current activity level: LRLrate, for a patient’s normal activities and URL rate, for when a patient is exercising.

- **ModeTransitive-RateResponsivePacemaker** - This product combines the features of the ModeTransitivePacemaker and the RateResponsivePacemaker.

The evolution of the pacemaker product line that we consider here involves the addition of an EventRecorder component, shown in Fig. 1, to log critical events in the major components of a pacemaker and is used for making therapy decisions. For instance, EventRecorder calculates the number of heart beats sensed by BaseSensor during a fixed recording interval and compares that value with some threshold value to decide if the pacemaker should switch between InhibitedMode and TriggeredMode during run-time. Different pacemakers can log different events at different times, as shown in Table 1.

The addition of the EventRecorder feature was included into the product line’s requirements using DECIMAL [25].

Due to the cross-cutting nature of the EventRecording feature, the risk of unsafe feature interaction is higher. For example, when the average number of heart beats in a 6000 msec recording interval exceeds a 24-beat threshold, the EventRecorder shall consider that the patient’s heart is fibrillating, so it will command the PacemakerController to switch from InhibitedMode to TriggeredMode to defibrillate it. It must be ensured that the features added to PacemakerController due to the introduction of EventRecorder interact with the existing features in PacemakerController in a predictable manner and that there are no unexpected and/or unsafe feature interactions.

<table>
<thead>
<tr>
<th>Product Name</th>
<th>Component Name</th>
<th>Events to Log</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base Pacemaker</td>
<td>Base Sensor</td>
<td>Average heart rate sensed every fixed recording interval</td>
</tr>
<tr>
<td></td>
<td>Pulse Generator</td>
<td>The pulse width of every pulse being made</td>
</tr>
<tr>
<td>Mode Transitive</td>
<td>Base Sensor</td>
<td>Average heart rate sensed every fixed recording interval</td>
</tr>
</tbody>
</table>
| Pacemaker             | Pulse Generator| 1) In the Triggered mode, the average number of pulses generated every fixed recording interval  
|                       |                | 2) In the Inhibited mode, the pulse width of every pulse being generated      |
| Rate Responsive       | Base Sensor    | Average heart rate sensed every fixed recording interval                      |
| Pacemaker             | Pulse Generator| The pulse width of every pulse being made                                     |
|                       | Extra Sensor   | The percentage of the pacemaker sensing at LRLrate every fixed recording interval |
4.2. Product-Line SFTA Evolution

The inclusion of the EventRecorder feature into the pacemaker product line required both the updating of existing product-line software fault tree analyses (SFTA) and the creation of new product-line SFTAs to accommodate the new failure modes that the new feature brings to the product line. For example, because of the new behavior introduced by the EventRecorder feature, a product-line SFTA with a root node of “Failure to switch modes”, shown in Fig. 2, had to be added. The creation of the new product-line SFTA with a root node of “Failure to switch modes” required the association of the requirements of the new EventRecorder feature as well as those features from existing product-line products. For example, as illustrated in Fig. 3, the ModeTransitive feature (found in the ModeTransitivePacemaker and the ModeTransitive-RateResponsivePacemaker products) may interact with the EventRecorder feature to cause a hazard. Yet, from examining the SFTA, it is not entirely clear how these two features can interact to cause such hazards, thus the need for further analysis.

Using PLFaultCAT, we can analyze the set of product-line SFTAs to find other such combinations of features that may cause hazards to direct the safety analysis, described in Section 4.3, to those feature interactions, like shown in Fig. 3, which may need to be further scrutinized.

4.3. State-Based Modeling of Safety-Critical Feature Interactions and Derivation of New Safety Requirements

This section illustrates the steps involved in using the state-based modeling approach to promote safe evolution of a product line. It uses the example of an EventRecording feature introduced as an existing pacemaker product line evolved.

The new EventRecording feature has introduced a possible hazard, “failure to be in the TriggeredMode when the heart beats too fast”, shown in Fig. 3. The subtree shown here concretizes this high-level hazard by adding events (e.g., the mode switch event sent from the operator and the mode switch event sent from the EventRecorder), conditions (e.g., the heart beats too fast), and the consequences (both safe and unsafe, e.g., required scenario: remains in TriggeredMode; forbidden scenario: fails to remain in TriggeredMode). The refinement of the hazard node in this way forms the scenario to check against the state models.

For the subtree in Fig. 3, we model the components that implement the leaf node requirements. For example, the ModeTransitive feature is implemented by the PacemakerController component, the MotionSimulator component, and the ExtraSensor component.

After the state models are generated, we instantiate the scenario captured in the subtree by mapping the events, conditions, and consequences to model-level elements. For example, the mode switch event sent from the operator is mapped to the “evInhibitedMode()” message, and the mode switch event sent from the EventRecorder is mapped to the “evTriggeredMode()” message, while the “heart beats too fast” condition is represented by a concrete threshold for the heart beats (16 beats while in...
LRLrate, and 24 beats while in URLrate). The safe and unsafe consequences are mapped to PacemakerController component being in the TriggeredMode state and the InhibitedMode state, respectively.

Note that simple state models of other components, even if they do not directly implement the leaf node requirements, such as the PulseGenerator component, can also be generated if their responses in the execution help illustrate the above scenarios more clearly.

The next step animates the generated state models using Rhapsody. The animation process, as explained in Section 3.2, is mainly composed of animated sequence diagrams illustrating message passing during model execution, and animated state charts illustrating states and transitions taken at run time.

Fig. 4 shows a portion of the animated sequence diagram. It is a point where the fixed recording interval has expired (as shown by the “tm(6000)” message). Since the recorded number of heart beats is 20 (greater than the 16 threshold, indicating that the heart is beating too fast), the EventRecorder commands PacemakerController to switch mode from InhibitedMode to TriggeredMode. However, if we then inject an evInhibitedMode() event to PacemakerController, it will switch back to Inhibited mode, as shown in the animated statechart in Fig. 5 (the current states are highlighted), despite the fact that the heart is still beating too fast.

The animation shows that the scenario we captured in the fault tree, Fig. 3, and instantiated in the model level can actually happen. It also shows how this unsafe scenario can happen: when the two events (evInhibitedMode() and evTriggeredMode()) occur in a certain order (evTriggeredMode() first and evInhibitedMode() second). As we discuss below, it is these sorts of ordering and timing issues that the executable state model, unlike the fault tree, can reveal.

Since the animation is done with the executable models, it also provides concrete insights into how to mitigate this potentially hazardous scenario, namely by adding a mechanism that locks the PacemakerController in Triggered mode when the heart beats too fast. The benefit of model-level analysis is that the new mechanism can be tested right away to see if it conforms to the safe scenario.

Another benefit is that we can readily investigate several mechanisms in order to select the more reliable and easy-to-implement one. For example, there are at least two ways that we can implement the mitigation mechanism. One option is to name the mode-switch messages sent from the EventRecorder and the Programmer differently and to give the EventRecorder’s message higher priority than the Programmer’s. Another option is to set up an internal variable in the PacemakerController that records the heart’s status as beating too fast or not. Such a variable is used for guarded transitions from the TriggeredMode state to the InhibitedMode state and can only be changed when the EventRecorder detects a heartbeat.

While both mechanisms prevent the unsafe scenario from happening, the first one is more restrictive in that it grants the EventRecorder priority on messages switching both into, and out of, TriggeredMode. The second one just enforces the EventRecorder’s priority in switching out of TriggeredMode. However, the second alternative allows the possibility of the Programmer and the EventRecorder racing to switch into TriggeredMode. If the second alternative is selected, this suggests that we may want to introduce additional requirements to handle this possible race condition.

5. Discussion

This work utilized a product-line software fault tree analysis (SFTA) and state-based modeling of critical components to identify potentially unsafe feature interactions [5]. This approach provides some advantages over the use of feature diagrams. Feature diagrams can document identified interactions but fail to indicate the feature interactions that are safety-critical. The product-line SFTA, however, aids us in identifying those feature interactions that can cause
Figure 5. Animated PacemakerController Statechart in the Evolved Product-Line State Model

top-level failure events (i.e., those feature interactions that are safety-critical). We found that using the product-line SFTA greatly reduced the number of feature interactions that had to be investigated. Focusing on critical interactions makes our approach more amenable to use in an industrial setting.

The use of a state-based modeling approach for safety analysis during evolution is advantageous because it can both build on and extend the product-line fault tree analysis. Unlike SFTA, an executable state-based model can analyze and model the timing/ordering of failure events to determine their possible safety implications. In addition, we found that because the SFTA is a static asset, it lacks the ability to animate and explicitly show how a safety property may be violated. The use of an executable state-based model, however, allows the simulation of the behaviors described by the requirements in the fault tree to illustrate the violation of a safety property.

We found that although Rhapsody’s executable state-based models support real-time notions, as required in our pacemaker case study, it cannot enforce exact real-time measurement. Thus, the state-based modeling technique described here is not suitable for testing border time values; rather, it can handle testing the ordering logic and relative timing of failure events.

The exploration of alternative new software behaviors in the state-based model to prevent or mitigate the violation of a safety property allows immediate feedback on whether proposed, new safety requirements will indeed guard against the violation of the safety property. Moreover, the executable state-based model, unlike a SFTA, can explore multiple solutions to come up with a reliable and easy-to-implement mitigation strategy. This then drives the updating of the product line’s requirements to include the new safety requirements. Such feedback is impossible to ensure using the SFTA alone. Thus, the inclusion of a state-based modeling safety analysis approach, as described here, may improve the safety case that a safety-critical product line must make when requiring certification from an outside governing body.

Reuse of the product-line SFTA as well as of the product-line state-based models constructed during the initial development of the product line, occurred during system evolution in this work. Although, some updates were required to accommodate the new features introduced, large parts of the previously developed safety analysis assets could be reused.

The use of DECIMAL [25], the product-line requirements documentation and analysis tool, coupled with the use of PLFaultCAT [10], the product-line SFTA tool, improved the traceability of the requirements to the components of the state-based models. The leaf nodes of the fault trees constructed in PLFaultCAT are associated with the commonalities and variabilities of the product line, and the state-based models are derived using information from the SFTA. Additionally, the use of PLFaultCAT to identify those feature interactions that may be safety-critical, and therefore should be analyzed using state-based models, helps maintain the traceability of requirements to the state-based safety analysis as the product line evolves.

6. Conclusion

Product-line engineering presents an advantageous approach to developing software systems because the reuse can reduce the development time and cost. Yet, handling product-line evolution is more complex than in traditional software systems because changes to the software requirements may affect or even compromise the various safety properties of multiple products. In particular, the analysis of feature interactions is important because, during evolution, the new features introduced into a product line may have unknown and unsafe interactions with the existing features.
This paper illustrated an approach, built on our previous work with stable product lines, to performing a safety analysis on an evolving product line using a product-line software fault tree analysis to direct state-based modeling. The paper detailed and demonstrated a tool-supported technique to: 1. link product-line requirements to their state-based model components; 2. identify and analyze safety-critical feature interactions; and 3. modify and reuse product-line state-based models to analyze the new features added as a result of evolution. This technique utilized a product-line software fault tree analysis to avoid and manage the complexity of feature interactions.

Future work includes refining our technique and developing further tool-support to provide further guidance in the application of this technique.
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Abstract

Minimally invasive procedures are highly effective when performed by well trained surgeons. However, with the subjective nature of surgical training and performance assessment, it is difficult to determine when a trainee surgeon has attained a satisfactory level of competency. We propose a computer-based training and performance assessment system where we apply configuration space based techniques to determine optimal paths for the maneuver of surgical instruments to perform predefined tasks.

1. Introduction

Medical training currently lags behind in the application of state-of-the-art technologies to enhance safety and efficiency. The emergence of new surgical techniques enhanced by sophisticated surgical tools and imaging systems, calls for a shift in paradigm in medical practice, to incorporate more computer-based training, assessment, and guidance and warning systems.

We focus our work on training and performance assessment in laparoscopic surgery. In laparoscopy surgeons lose many of the tactile and visual cues that they rely upon in conventional surgery. We propose a design that addresses many of the limitations of existing solutions and advances the state of the art in surgical training and assessment. We propose a computer-based platform where sensor tracking permits motion information to be gathered about surgical instruments used in a procedure. Our design features the embedding of micro-sensors into the instruments employed for training. The detection and recording of instrument movement would permit our system to measure a trainee’s progress in acquiring psychomotor skills and compare these data to normative databases.

2. Training System Prototype

The system prototype consists of an enclosure with openings for instrument insertion. Tasks are performed within this enclosure using a video feed. Motion sensors mounted on the tip of each instrument gather data in real-time. We use the microBIRD 3D sensing system developed by Ascension Technology Corporation for this purpose (Ascension Technology Co. 2006). The sensing system includes a magnetic field transmitter, two position sensors (1.3mm in diameter) and a PCI interface data processing card. The measurement rate is 68.3 Hz with linear accuracy of ±1.4mm and rotational accuracy of ±0.5 degrees. The transmitter remains fixed to provide a Cartesian frame of reference for position tracking.

We have designed exercises that involve the manipulation of objects within an enclosed space. These are designed to enhance psychomotor skills, depth perception and 3D visualization, camera handling, familiarity with instrument ergonomics and dexterity. A simplified example of such an exercise may be the placement of a rubber band across two hooks as shown in the cross-sectional diagram below. More sophisticated exercises involving the use of synthetic tissues and organ models to perform basic surgical tasks such as suturing, dissection, translocation, etc. have also been developed.

![Figure 1: Basic skills exercise](image)

3. Performance Assessment

We employ motion planning methods to determine the optimal path of the instrument from the current position to the desired goal state. Specifically, we use potential field methods to model the work space as a region influenced by an imaginary force field. The field would be attractive (or have lower potential) at the goal states and be repulsive (or have higher potential) at obstacles and pre-defined “no-fly” zones, as shown in figure 2. The tips of the instruments, in our case would be analogous to robots, and would be represented by points in the configuration space (C-space), which is the region within which the robot navigates. We imagine an artificial potential field U, influencing the motion of the instruments around the goals positions in C-space. We compute the artificial force (attractive towards the goal state and repulsive towards forbidden regions of C) given by
where
\[ \vec{F}(q) = -\nabla U(q) \] .....................(1)

and
\[ U(q) = U_{\text{attractive}}(q) + U_{\text{repulsive}}(q) \] ...........(2)

\[ \nabla U(q) = \begin{bmatrix} \frac{\partial U}{\partial x} \\ \frac{\partial U}{\partial y} \end{bmatrix} \] ...........................(3)

Performance assessment will be based against the “steepest descent” path. Movement towards the steepest descent path will earn credit and movement towards obstacles will impose penalties. An overall score will be computed upon completion of the procedure. The score will also be affected by the time taken to complete the procedure successfully and the number of collisions with obstacles or other instruments and for intrusions outside the C-space region.

4. Experiment

We discuss the potential field for the example in figure 1 above. Each instrument is modeled as a separate robot maneuvering in the given C-Space and a separate potential field defined for each instrument. We will focus on the potential field for the right instrument. The left hook will be an obstacle for the right instrument, with the right hook being the goal state in this exercise. The potential field is as represented in figure 3 below.

5. Results

The collected data was plotted and is shown by the series of points in figure 3. The visual representation of the results of this preliminary experiment demonstrates the principle behind our approach. The collected data is compared against the force exerted by the potential field with respect to current and next positions. For any given current position, an ideal next position is dictated by the potential field. When a trainee moves in the direction of the potential field positive points are awarded and points taken away for movement in a different direction. This paper presents a work in progress and the results are preliminary proofs of concept. The poster version of this paper will contain the results and conclusions drawn from currently ongoing trials.

6. Conclusion and Future Work

The above experiment demonstrates the principles behind our approach. Future work will focus on expanding on the initial idea by refining the development of potential fields, using organ and tissue models for more complex exercises involving suturing, and dissection and exploring the feasibility of incorporating MRI images to define the configuration space.
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Abstract

Software architectures have a significant impact on software quality. However, building architectures is a non-trivial task. In this paper, we present a process module for pre-processing requirements before developing the architecture. The benefit of this module is that it "prepares" requirements for architecting: It helps elicit additional technical and process-related information based on requirements. This information will be useful during the creation of architectures. The module can be used in the context of different architecture processes.

1. Introduction

Computer-based systems must implement functional and non-functional stakeholder requirements. Software architectures develop these requirements into an overall structure of the future system. In this paper, we present a process module that helps develop architectures by pre-processing requirements for architecting.

Our work is motivated by existing problems in requirements-based architecting, in particular the missing relationship between requirements and architectures [1]. Our objective is to provide means for
- eliciting architecture-relevant information from requirements,
- evaluation of the importance of a requirement from an architectural perspective,
- grouping / clustering of requirements to determine common architectural properties in requirements and strategies for dealing with these requirements.

In the context of software architecting Global Analysis [2] was proposed to analyze the global impact of technological, product, and organizational factors on software. In contrast, our approach is applied on a lower level of single requirements and uses a more fine-grained attribute structure.

2. The approach

The proposed approach takes atomic requirements (ATRs [4]) from the requirements specification as input (see Figure 1). This ensures that all requirements are at the same level of abstraction. Moreover, it also allows to cover non-functional software properties: Non-functional aspects are often decomposed and formulated as functional properties before they are satisfied during development [3].

The output of the process module is a set of requirements groupings and clusters. The grouping helps develop technical strategies for requirements (i.e., what to do with requirements) when developing architectures. The clusters provide information on process strategies (how to do it).

2.1. Process steps

In the first step we identify requirements in the initial requirements set for which we already have architectural knowledge in the developing organization. Such requirements are not considered in the following steps 2 – 4. This allows us to do pre-processing only for a subset of the original requirements. For requirements which are not pre-processed, a separate solution space is created, using the existing architectural knowledge. This solution space is later integrated with the solution space generated for pre-processed requirements.

The second step is a more fine-grained analysis of requirements for which no architectural knowledge exists. It is based on a set of values for requirements attributes assigned by the requirements engineer for each requirement. The attributes are described by a meta-scheme: textual description of the attribute, its
weight, data type and value range, the means of assessment, the relation of the attribute to the requirements engineering (RE) process, the reason why the attribute is important, and the type of information provided by an attribute (either technical or process information). So far, we have identified 10 standard requirements attributes: effort, risk, complexity, premature design, interdependencies, volatility, implied hardware constraints, addressed aspects (e.g., user interface, data), priority, and degree of innovation.

The third step is the grouping of requirements, based on all attributes. Each requirement is assigned to one value group of an attribute (e.g., attribute “volatility” has possible values high, medium, low).

The fourth step is the classification of requirements using clustering techniques. Classification is only done based on attributes which provide process information. Once groups and clusters are created, the developer can define specific strategies for groups and clusters. Moreover, groups and clusters help in directly deriving architectural artifacts.

![Diagram of the process module](image)

**Figure 1. The process module**

### 2.2. Properties of the approach

**Adaptability.** Standard attributes for pre-processing are provided. Project-specific attributes can be defined using guidelines following the aforementioned meta-scheme.

**Iterative pre-processing.** As requirements change, redoing the pre-processing is necessary. This is done based on three factors to avoid pre-processing of all requirements: 1) state of requirement (e.g., approved, implemented), 2) impact of change on other requirements as identified through requirements traceability, 3) cluster membership of requirement.

**Interfaces.** The process module has 3 entry- and exit points: 1. ATRs as input are taken as one result from RE. 2. Step 2 is performed based on any form of knowledge in the organization which can range from formal to informal knowledge. If no knowledge exists no reduction is possible. 3. The output (groupings / clusters) provides information that is used for addressing requirements in their architectural context.

**General usability.** Our approach can be used within generic process models and standards which deal with requirements and architectural design, e.g., the waterfall model, or system life cycle standards (e.g., ISO/IEC 15288).

### 3. Conclusions and future work

Pre-processing requirements prepares requirements for architecting. The approach has been applied to an example from the real-time domain (cruise-control system). From this, we can draw several conclusions:

- Assessing values of some attributes might be related to Requirements Analysis.
- Performing the approach 1) leads to a deeper analysis and understanding of requirements from an architecture-centric perspective, 2) provides information to be considered in different architectural views, and 3) unveils architectural structures.

Our future work includes:

- doing extensive examples (also using tool support),
- creating toolkits for each requirements situation (expressed in groupings / clusters), and
- integrating the process module in a more comprehensive process framework to generate architectures based on requirements.
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