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Abstract 

The design techniques discussed here are concerned 
with computer integrated, cellular manufacturing sys- 
tems. Such systems consist of automated robotic cells. 
Planning and control within a cell is cam'ed out in 
off- and on-line modes by a hierarchical controller. A 
workstation and its control modules are called Com- 
puter Assisted Workcell (CAW). A n  intelligent CAW 
should determine control laws so that manufacturing 
tasks can be cam'ed out optimally. Techniques are 
presented to synthesize high autonomous computer as- 
sisted workcells. A t  the core of the CAW'S architecture 
are three layers: a) ezecution, b) coordination, and c) 
organization. The architecture and its layers are dis- 
cussed in detail. 

1 Introduction 

The basic building block of a flexible manufacturing 
system (FMS) is a robotic manufacturing cell. Cellu- 
lar manufacturing systems consist of three main com- 
ponents: a production system, a material handling 
system, and a hierarchical, computer assisted control 
system. 

We term a cellular manufacturing system intelligent 
if it can make decisions based upon the simulation of 
a needed solution in a virtual world, or upon the expe- 
rience gained in the past from both failures and suc- 
cessful solutions. In this paper, a computer integrated 
cellular system consisting of automated robotic cells is 
discussed. Planning and control within a cell is carried 
out off- and on-line by a hierarchical controller. The 
cell and its controller constitute a Computer Assisted 
Workcell (CAW). 

Given a technological task, an intelligent Computer 
Assisted Workcell should be able to determine control 
algorithms and laws 60 that: a) a task is realized, b) 
deadlocks are avoided, c) the flow time is minimal, 
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d) the work-in-process is minimal, e) geometric con- 
straints are satisfied, and f)  collisions are avoided. 

The control laws which govern the operation of a 
CAW are structured hierarchically. We distinguish 
three basic levels of control: a) the workstation (ez- 
ecution) level, b) the cell (coordination) level, and c) 
the organization level. This follows the classification of 
intelligent control systems often cited in the literature 

The organizer accepts and interprets related feed- 
back from the lower levels, defines the strategy of task 
sequencing to be executed in real-time, and processes 
large amounts of knowledge with little or no preci- 
sion. Its functions are: reasoning, decision making, 
learning, feedback, and long term memory exchange. 

The coordination level defines part routing in the 
logical and geometric aspects and coordinates the ac- 
tivities of workstations and robots. The robots coordi- 
nate the activities of the equipment in the workstation. 
This level is concerned with the formulation of the ac- 
tual control task to be executed by the lowest level. 
The execution level consists of device controllers. It 
executes the programs generated by the coordinator. 
The hierarchical structure of a computer assisted cell 
is shown in Figure 1. 

There are two major problems in the synthesis of 
such complex control systems: one is the coordination 
and integration of all levels of the system. The other 
is that of automatic programming of the elements of 
the system. Thus, we distinguish two major aspects 
of the control problem: the logical and the operational 
control. 

The intelligent control of CAW is synthesized and 
executed in two phases, namely, planning and off-line 
simulation phase and on-line simulation-based moni- 
toring and control phase. 

In the first phase, a hierarchical simulation model 
of a robotic workcell, called a vidual cell, is cre- 
ated. Workcell components such as NC-machine tools, 
robots conveyers, etc., are modelled as elementary 

[51, PI, [7iI [91. 
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Figure 1: Hierarchy of Control in Computer Assisted 
Cell 

DEVS systems [lo]. This type of simulation is used 
for verification and testing of different variants of task 
realizations (processes) obtained from the route plan- 
ner. To simulate variants of a process, the system must 
have the knowledge of how individual robot actions 
are carried out. For detailed modeling of cell comp- 
nents, we employ continuous simulation and motion 
planning methods [l], [2]. The geometrical interpre- 
tations of cell-actions are obtained from the motion 
planner and are tested in a geometric cell-simulator. 
This allows us to select the optimal task realizations 
which establish the logical control of the system. 

In the second phase, a real-time, discrete event sim- 
ulator of a CAW is used to generate a sequence of fu- 
ture events of the virtual cell in a given time-window. 
These events are compared with the current states of 
the real cell and are used to predict robot motion com- 
mands and to monitor the process flow. In this paper, 
our emphasis is on the design of a discrete event CAW 
controller. 

2 Virtual Workcell 

A real cell is a fixed, physical group of machines, 

D, stores, M ,  and robots, R. A virtual cell is its for- 
mal representation (computer model). To synthesize 
CAW'S control, we first specify technological tasks re- 
alized in the cell. A technological iask realized by a 
robotic cell is represented by a triple: 

Task = (0 , 4 , a) 

where: 0 is a finite set of technological operations 
required to process the parts, 4 C 0 x 0 is a par- 
tial order (precedence relation) on the set 0, and 
01 C 0 x (D U M) is a relation of device or store 
assignment. 

The partial order represents an operational prece- 
dence. (old) E a means that the operation o can be 
performed on the workstation d .  If (o ,m)  E a, then 
m is the production store from the set M where the 
parts can be stored after the operation o has been 
completed. 

The virtual cell has a hierarchical structure which is 
comprised of models. The models represent knowledge 
about a real production environment. 

Geometric Model of Workcell: The lower level 
of representation describes the geometry of a virtual 
cell. A geometric model has two components: (1) the 
workcell objects models and (2) the workcell layout 
model. 

The geometry model of each object is created by 
using solid modeling [SI. Solid modeling incorporates 
the design and analysis of virtual objects created from 
primitives of solids stored in a geometric database. 
The complex virtual objects of a workcell (e.g., tech- 
nological devices, robots, auxiliary devices or static 
obstacles) are composed of solid primitives such as 
cuboids, pyramids, regular polyhedrons, prisms, and 
cylinders. 

The workcell's objects can be placed in a robot's 
workscene at  any position and in any orientation. The 
virtual objects (devices, stores) are loaded from a li- 
brary (model base) into the Cartesian base frame. 
They can be located anywhere in the cell using trans- 
lation and rotation operations in the base coordinate 
frame [I], [2]. 

Logical Model: Based on the geometric model of a 
workcell, a logical structure of the cell must be cre- 
ated. The group of machines is divided into sub- 
groups, called machining centers serviced by separate 
robots. Parts are transferred between machines by the 
robots from the set R, which service the cell. A robot 
r E R can service only those machines that are within 
itsservice space S e r w S p ( r )  c Eo (EO - Cartesian base 
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frame). The set of devices which lie in the r-th robot 
service space is denoted by Group(r) C D U M. More 
specifically, a device belongs to the group serviced by 
a robot r (i.e., d E Group(r)) if all positions of its 
buffer lie in the service space of the robot r .  Conse- 
quently, the logical model of a workcell is represented 
by: CellLogic = ( D U M ,  R, {Group(r) I r E R}) 

The virtual cell concept is the basis for designing 
the CAW planners. We employ two types of plan- 
ning algorithms: a) technological route planners and 
b) motion planners. For details, the reader is referred 
to [3]. 

3 Discrete Event-Based, Real-Time 
Cell Controller 

Process planning is based on the description of a 
task, its operations and their precedence relations. As 
a result, the fundamental plan of cell-actions, i.e., an 
ordered sequence of technological operations, is cre- 
ated [3]. Then, a real-time, event-based simulator of 
a CAW is synthesized. The simulator generates a se- 
quence of future events of the virtual cell in a given 
time-window. These events are compared with the 
current states of the real cell. They are used to pre- 
dict motion commands of robots and to monitor the 
process flow. The simulation is event-driven and is 
based on the DEVS system concept introduced by Zei- 
gler [lo]. The structure of a CAW is shown in Figure 
2. We now proceed to describe its underlying formal 
concepts. 

Each workstation d E D is modelled by two cou- 
pled, atomic discrete event systems (DEVS) called ac- 
tive and passive models of a device, i.e., DEVsd = 
(Devf , Devr),  where Devf and Deur are active and 
passive models, respectively. 

An active atomic DEVS is the basis for simulation. 
The passive atomic DEVS is a register of the real 
states of the workstation. It acts as a synchronizer 
between the real and the simulated processes. 

3.1 Active Model 

An active model is the following structure: 

Xv(d) is a set, the external input virtual event types, 
Sv(d) is a set, the sequential virtual states, 
bid,, is a set of functions, the internal transition speci- 
fications , 
b,d,, is a function, the external transition specification, 
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Figure 2: Structure of Computer Assisted Cell 

tad is a function, the time advance function, 
with the following constraints: 
Ev(d) = { ( s , t ) l s  E Sv(d),O 5 t 5 tad(.)} is the total 
virtual, event-set of the system specified by Deuf ; 
hint is a set of parameterized internal statetransition 
functions: hint = (brfltlu E U} and brnt : Sv 4 Sv;  
be,, is an external statetransition function bert : 
Ev x Xv 4 Sv; 
tad is a mapping from SV to the non-negative reals 
with infinity: ta : Sv 4 R 

Each workstation d E D can have a buffer. The 
capacity of this buffer is C(d). If a workstation has 
no buffer, then C(d) = 1. Let NC(d) (NC program 
register) denote the set of operations performed on 
the workstation d, i.e., NC(d) = { o  E Ol(o, d) E a}. 

The virtual state set of a workstation d is defined 
by Sv(d) = SDd x SBd, where SDd denotes the 
state set of the machine and SBd denotes the state 
set of its buffer. The state set SDd is defined as 
SDd = Sready U s b u s y  U S d m e  where: 
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nifies that machine is busy processing the opera- 
tion q 

Sdone = { (done ,q) lq  E NC(d)} and (done ,q)  sig- 
nifies that machine has completed the operation q 
and is not free 

The state set of a buffer S B d  is specified as 

S B d  = (0 X {0,1, #})C(d'. 

Let C(d)  = K and bd = ( b i ( i  = 1, ..., K )  E S B d ,  then 

(0,O) e i - th  position of the buffer is free 
(0, #) e i - th position of the buffer is 

reserved for a part in process 
( q , O )  e i - th  position of the buffer is 

occupied by a part before q 
(q ,  1) e i - th position of the buffer is 

occupied by a part after q 

We assume that the i-th position denotes the loca- 
tion at  which a part is placed in the buffer. 

Given the virtual state set, we define the internal 
state-transition functions 6int to model the worksta- 
tion. They are parameterized by an external param- 
eter u which is loaded into the workstation from a 
higher level of control called the workcell management 
system. The parameter U E U is the operation's choice 
function. It represents the priority strategy of a work- 
station, i.e., 

U : 2NC(d) -+ {o} c NC(d) 

and 40) = 0 , U({.}) = {o}. The choice function u 
defines a priority rule under which the operations are 
chosen from the device's buffer. 

and W a i t ( d )  = (ql((3b,)((o,O) = b j }  be the set of 
operations waiting to be processed. 

Then the internal transition function ai.,, : 
Sv(d) + Sv(d) is specified as follows: 

Let s(d )  = (Sd, (b l ,bZ,  a . . ,  b K ) )  = ( sd ,b )  E SV(d)  

3.1.1 Modeling the Workstation/Robot In- 
teraction 

The interaction between the robots and workstation 
is modelled by the external state transition function. 
The set of external virtual events for the workstation's 
model D e v i  is defined as follows: 

X ( d )  = { e i ( q ,  i ) , e z ( q , i ) , e o  I q E NC(d)Ai = 1, ..., K }  

where: 

1. e i ( q ,  i )  = PLACE ( q ,  0) ON i-th position - signi- 
fies that a part before the operation q is placed 
on the i-th position of d-workstation's buffer, 

2. e i ( q ,  i )  = PICKUP ( q ,  1) AT i-th position - signi- 
fies that a part after the operation q is removed 
from the i-th position of d-workstation's buffer, 

3.  eo = DO NOTHING (empty event) 

3.1.2 Time advance 

The time advance function for Devf  determines the 
time needed to process a part on the d-th workstation. 
It is defined as follows: 
Let ~ ( d )  = ( sd ,  (hili = 1, .., K ) ) .  Then 

~ p i o c e a s ( ~ )  

qoad + Taetup(q) 

e s d  = (busy, q )  
e s d  = ready 
A u ( W a i t ( d ) )  = { q }  
e Sd = (done,  q )  Tunload 

00 otherwise I tad(s(d)) = 

~ ~ ~ ~ ~ ~ . ~ ( q )  denotes the tooling/assembly time of the 
operation q for the workstation d .  TIoad, Tsetup(Q), 

Tunload denote the loading, setup, and unloading times 
for d, respectively. 

At time moment t ,  let the workstation be in the M- 

tive state s which has begun at  time moment t o .  Af- 
ter this time, the workstation transfers its state from 
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s into b g , ( s ) ,  which will be active in the next time 
interval [to + ta(s), t o  + ta(s) + ta(biu,,(s))]. 

I t  is easy to observe that the external events can- 
not change the advance time for an active state. Let 
2 = ( e , t )  be an external event different from eo, which 
occurs at time moment t E [ to,to + ta(s)]. The work- 
station changes its state to state s’ = be,t((s,t),e) 
but the advance time of the new state s’ is equal to 
ta(s‘) = to + ta(s) - t .  

3.2 Passive Model 

A passive model is a finite state machine: 

where: 
X R ( ~ )  is a set, the external input real event types, 
Q R ( ~ )  is a set, the sequential real states, 
c p f z t  is a function, the external real-state transition 
specification, 
Ad is a function, the updating function, 
with the following constraints: 
(a) cpkt : Q R ( ~  x X R ( ~  -+ Q R ( ~ ) ;  
(b) X : U P  x Q R ( ~ )  x Sv(d) + Sv(d); 

U P  = {0,1} where 0 denotes that updating is not 
required and 1 denotes that updating should occur. 

The interaction between external sensors and the 
workstation is modelled by the state transition func- 
tion pest. The external sensor system generates real 
events which can be used to synchronize the simulated 
technological process with the real process. 

The set of real events for the workstation’s 
model D e v r  can be defined as follows: X R ( ~ )  = 
{reA(q, i), r e i ( q ,  i ) ,  re;(q, i), re;(q, i)lq E NC(d) A i = 
1, ..., I<} where: 

refi(q, i) - signifies that a part before the operation 
q is placed on the i-th position of d-workstation’s 
buffer 

rei(q, i) - signifies that a part after the opera- 
tion q is removed from the i-th position of d- 
workstation’s buffer, 

re;(q,  i) - signifies that a part before q is loaded 
into the machine and processing is begun, 

re ; (q , i )  - signifies that the machine has com- 
pleted q ,  the machine is unloaded and the part 
is placed on the i-th position of d’s buffer. 

We assume that the state set Q R ( d )  of the pas- 
sive model is the same as that  of the active one, i.e., 
Q R ( ~  = Sv (4. 

This transition function reflects real state changes 
of the workstation. The output function A produces 
the real state in the active model of the workstation 
when updating is required, i.e., 

A(q,  s, 1) = q E Sv(d) dc 

A production store model can be defined in a similar 
manner. 

Each robot r E R is modelled by two coupled sys- 
tems, again called active and passive models. 

A(q, 8’0) = 8 E Sv(d) 

REVS, = (Rob:, Reg:) 

where Rob! is the active discrete event model and 
Reg: is the passive model. The active model is used 
for simulation while the passive one represents the reg- 
ister of the robot’s real states. It acts as a synchronizer 
between the real and simulated processes. 

The virtual workstations and robots (DEVS mod- 
els) together with the real devices and robots represent 
the execution level of CAW control system. The struc- 
ture of a CAW’S execution level is illustrated in Figure 
3. 

Each function hint is parameterized by an exter- 
nal parameter g which is loaded into the cell con- 
troller from the workcell’s organizer. The parameter 
g E Strategies is the operation’s choice function, and 
represents the priority strategy of a CAW, i.e., 

g : 20P + 9? 

The choice function g defines a type of priority rule 
under which the operations are be chosen for process- 
ing. 

4 Real Time Monitoring 

The external events generated sequentially by the 
cell controller and robots activate the workcell’s d e  
vices and coordinate the transfer actions. The discrete 
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Figure 3: The Execution Layer of CAW 

event model generates a sequence of future events of 
the virtual cell in a given time-window, which we call 
a trace. A trace in a time window is denoted as a 
sequence of pairs (state,time), i.e., 

tr[to,to+T] =< (s1, t l ) ,  (S2,t2), (s3, t 3 ) ,  ..(sn, tn) > 
where t l  2 t o  A t ,  5 t o  + T.  

The events from a trace are compared with the cur- 
rent states of the real cell. They are used to predict the 
motion commands and to monitor the process flow. 

Let t r T ( d )  be a trace of virtual events of device d 
in the time-interval T = [to,to + T ] .  to  is the moment 
of the last updating: 

h ( d )  =< (s0,to), (s1,tl) .... , ( s h , t k )  > 
where t t  5 to  + T and si is the virtual state of a 
DEVS model of the device d .  The monitoring process 
is carried out as follows: Let q ( t )  be the current real 
state of d ,  modelled by a passive Devf‘ automaton and 
t 2 to .  If q ( t )  # sj for t E [ti - ~ 0 , t j  + TO], then we 
invoke the diagnosis module. Otherwise, we call the 
updating procedures. 

Let q d ( t )  be the current real state of d at time t ,  
recorded by a passive Deur automaton and sd ( l ’ )  E 
Sv(d) be a virtual state of d’s simulator at time 1’. If 
q ( t )  = s( t ’ )  and t’ # 1 but t E [t’--70, t‘+-70] where TO is 
the tolerance time-window, then the synchronization 
between the real and virtual cell should be performed. 
The updating is then defined as a synchronization of 
every device and robot in the workcell. In [4], we 
further discuss various updating modes. 

In addition to updating, we introduce the notion of 
diagnosis in a CAW. Let q d ( t )  be the current real state 
of d at time t ,  recorded by a passive Devf‘ automa- 
ton and s d ( t ’ )  E Sv(d) be a virtual state of d-device 
simulator in time t’. Let q(t )  = s( t ’ )  and 1’ # t and 
t < t’ - TO or t > t’ + TO where TO is the tolerance 
time-window. In this case, the diagnosis of the real 
cell should be carried out. 

5 Summary 

We have introduced an architecture for design and 
control of intelligent, flexible manufacturing systems. 
Called a Computer Assisted Workcell (CAW), the ar- 
chitecture offers support methods and tools at the fol- 
lowing layers of control: organization, coordination, 
and execution. We distinguish two major aspects of 
the control problem: the logical, and the operational 
control. To synthesize the control laws, we decom- 
pose the problem into two phases, namely, the plan- 
ning and off-line simulation phase, and the on-line, 
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simulation-based monitoring and control phase. In the 
first phase, a hierarchical simulation model of robotic 
workcell, termed a virtual cell is created. This kind of 
simulation is intended for the verification and testing 
of different variants of task realizations. 

In the second phase, a real-time, discrete event sim- 
ulator of CAW is used to generate a sequence of fu- 
ture events of the virtual cell in a given time-window. 
These events are compared with the current states of 
the real cell and are used to predict motion commands 
of robots and to monitor the process flow. 
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