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Modelling of Eventistic Systems

A special class of eventistic systems is considered in the paper. Problems of their mbdelling, decom-
position and synthesis are presented. Theorems concerning direct and indirect computer simulation
of decomposed eventistic systems have been given.

)

Introduction

The considerations of this paper concern a special class of systems called the
eventistic systems.

We use a notion of event for the purpose of creating a formal model of a pheno-
menon and establishing relationships among the objects of that phencmenon.
To know how the system behaves, acts, say, “works” means to analyse its formal
model first. Since mathematical models of systems are usually very complicated
they are often examined with a help of a computer. Here the question arises whether
eventistic systems might be analysed in the way of computer simulation.

It seems that (because of the way they are described in) they are very suitable
to simulation, particularly if one uses the event-oriented programming languages.

Our objective in this paper is to consider the synthesis protlem of an eventistic
system’s model suitable to computer simulation. Such a model could be created in
the direct way. However, there are many cases (mainly caused by the formal models
complexity) where decomposition should be applied first and only then a model
of the decomposed eventisiic system may be synthesized.

Because of the above mentioned reasons we would like to present problems of

- eventistic systems decomposition as well as considerations on direct synthesis of
a model of simulation, and indirect one based on the decomposed system.

1. Elementary Eventistic Systems

In this chapter we shall introduce a special type of an eventistic system presented
in [3-5, 12).
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The reason why we deal with systems of this type is that they are suitable to com-
puter aided simulation which is, among other things, an object of our considerations.
So, let us present the concept of an elementary eventistic system.

DerFmuTION 1. An elementary eventistic system & is a binary relation on Carthesian
product of the set of events X

scXxX, 0))

where: X<T'xC,
T — the time-set,
C — the state-set. .
It is easy to prove that the set of events is a subset of the so-called generic set B.
Therefore the system ¢ is a particular kind of a general eventistic system [5, 7].
In further considerations we treat systems as complete elementary. Thus holds
the equation

De=X , ‘ (2)

(De denotes the domain of ¢)
Theorem 1. Every eventistic system has a functional parametric representation

8 Xx0Q->X, 3

where 2 is the set of parameters,
and the consistency postulate holds i.e.

(x, y) € ex(gw) (6 (%, @) = ). @

Proof: This is proven in [9].
Since a functional description of a system exists we restrict our considerations
to the functional eventistic system

s: X=X

(according to Theorem 1 a system & given as a relation may be represented by the
function &).

Such systems are an object of the considerations on possibilities of their model-
ling. We are also interested in a problem of investigating their properties with the
help of a computer. Computer modelling of eventistic systems is preceded by problems
of decomposition, particularly useful in a process of model’s synthesis. Therefore
we introduce a notion of a modelling relation and a definition of a hierarchical con-

nection of elementary eventistic systems.

DEFINITION 2. Let two systems &, : X; =X, and &;: X, X, be given. The eventistic
system &, modells the system &, (5 ~¢€,) if there exists an event coding function ¢

?:Xl")XQ (5)
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such that the following diagram

€

Xi— X,

4 '
Y &
X,— X,

is commutative.
The relation of modelling in our sense is adequate to the general systems model-

ling relation introduced in [8, 10, 14].

COROLLARY 1. If the eventistic system &, modells the system g, then
Xy, 81>£><X2’ €25

where HOM denotes a homomorphism,
if the coding function is bijective then

X, 81> ><X2: &2)

ISM denotes an isomorphism.
Hence, we consider &, as the isomorphic model of &,
Proof: The result comes from definition 2.

2. Hierarchical Decomposition of Eventistic Systems

Our objective in this chapter is to determine a hierarchical connection of elemen-
tary eventistic systems and, then, to introduce a definition of their hierarchical
decomposition. Assume that k elementary systems are given (k€ K <N)

(Vie K)(e: X, X). ©

In order to define their connection it is necessary to know their co-operation repre-
sented by the co-operation functions &, determined as follows

(Vi je K)(E: X, x X>X). M
As to satisfy the consistency condition [5] the equation
(Vie K)(&y(ei(x), x) = &(x)) ' ®

must hold.
On the basis of the present event of the system ¢, and the action of the system ¢; the

co-operation function §; determines a new event of the system g,. This new event
has to be simultaneous with the event of ¢, i.e.

crd* &, (x;, x) = crd'x,. ©)
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For the purpose of synchronizing the actions of the systems {e,li e K} we introduce
a co-ordinating function u o ‘

u:Z—~K, (10

where Zc X {X/li€ K} is the set of ordered sequences of simultaneous events.

DEFINITION 3. Let systems {g;|ie K}, the co-operation functions &, and the co-ordi-
nating function u (determined by (6), (7), (10) be given.
A hierarchical connection of systems {g|ie K} is a system

F:Z>Z (F=|+l&) (11)
K
such that . -
F(2) = {uiay1 (80 (crd*P2), crd’z)|je K. (12)
(The fact that | +|g, is also an eventistic system is shown in [5]). The hierarchical con-
K

nection is illustrated in Figure 1.

ulz) M(z)
X X
€, X,—X, E; 1 Xi—X; - Ex X —X, |
By XX X; §ij  Xi* X;~X; §xj X XX,
x ff xy | xi!? T11ix xxtxd +1

- Fig. 1
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DEFINITION 4. The elementary eventistic systeins {¢;lie K} are a hierarchical decom-
position of an elementary system ec X X X if their hierarchical connection modells

the system &

|+I3‘~8.

The question, then, is whether each elementary eventistic system has a hierarchical
decomposition. We have provided the answer to this question in the following
theorem.
Theorem 2. An elementary eventistic system ¢: X—>X has an isomorphic hierarchical
decomposition if the conditions
(i) XcTxC and C= X{CJie KcN},

(ii) {i.]xe X} = K where i, = min {i € K|crd'crd?>x s crd’crd?s(x)},

(iii) (Vx, %)@, = iA L, = 1, = (L) = L) A
A((Vje K)(crd’crd?s(x) ;r’- crd’ crd?e(x’) =>crdcrd®x # crd’crd?x’))). —
where ¢, = crd!x
hold.
Thus the following dlagram

X _._.8__..)X 5%
A

¢ q)—l

7 _Ku g

is commutative.
Proof: The theorem is proven in [5]. The precise forms of the functions &, and u are
given there too. The hierarchical decomposition is directly appllcable to synthesis
of the so-called eventistic switching circuits [2].

In the next chapter we shall present problems connected with simulation of
eventistic systems. '

3. Computer Simulation of Eventistic Systems

3.1. Direct Simulation

We assume the computer modelling to be a process of searching for an apprio-
priate (to a given system) algorithm of simulation. Such an algorithm is, in the sense
of Pawlak [11], a pair

A= 13)

where ¥V is termed the set of computer’s events (states) and f is the iterative events
transition function. While a program’s statement runs a computer’s event represents
the state of all registers. So, if one uses the event-oriented programming languages
of simulation, the event transition function may be represented by a sequence of
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program’s statements [1, 9, 13]. This leads to the question: do there exist possibilities
of simulating eventistic systems with the aid of a computer? If so, what conditions

must hold then?
The following theorem provides the answer to these questions.

N
Theorem 3. An elementary eventistic system e: X—X is simulatable if there exists
an event coding function # such that

n:X->V (n is bijective). (19

It is easy to notice that the system & is, then, isomorphic to an algorithm of simula-

tion i.e.
£0) = nle(n™" ¢))- (D)

Since there could exist some troubles with determination of the events coding function,
particularly in case of events with the large dimension of the state vector, the simula-
tion of a system might not be possible. Representation of the events transition fun-
ction may be difficult as well. If it is not possible to simulate a system because of
the above reasons, the synthesis of a systems’ model with the help of the hierarchical
axdecomposition (if only such exists) is very useful. We shall present this problem

in the following part.

3.2. Indirect Simulation of Eventistic Systems

LemMa 1. A hierarchical connection |t\ g; is simulatable if the component systems &;
are simulatable too.

Proof. In order to prove this lemma we shall try to build up an algorithm of simula-
tion isomorphic to |Il g;
According to the assumption

(Vie K)(n;: X~V (@ is bijective). (16)
We set up an algorithm
where
VeX{Vlie K},
and
V-V

with

F(viy ooy v) = “!P[l(ﬂfl(vl), B Pl ()] (PRI Vi) (18)
where

(Vie K)(yi:V->7) ’ (19)
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and
Pl oy VD) = 8y lni (D), 17 ()l K. 0)
Introduce
7:Z->V (1)
determined as follows
7(2) = {ny(xlie K> (22)
by (18), (20), (22) and definition 3.
T6) = vy ® =
= <fEwa-169 (st iy Crds 1 O) '~ ) -1y, crd~ )l je K> =
= A(F@~' ()
what results in <Z, Fy<—x(P,F>
This proves the lemma.
We now use the proven lemma to synthesize a simulation algorithm of an elemen-
tary eventistic system. Such an algorithm simulates a given system by simulating
its component systems and their co-operation.

Theorem 4. A system s: X—X is indirectly simulatable if it satisfies the conditions .
of Theorem 3 and the components of its hierarchical decomposition are simulatable.

Proof. The result follows immediately from Theorem 3 and
Lemma 1.
Thus the diagram

N

is commutative.

4. Final Remarks

The results obtained hitherto lead to the following conclusions.
If only the system & is hierarchically decomposable it is enough to build models
of its component systems and co-ordinate their actions by the functions &, and u.
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Compare the function i = {91, 92, .-, N> With its componeats #,. One may noti-
ce that the dimension of the events state vector of 7 is much bigger than the dimension
of the state vector of events which are the arguments of #;. This might make the co-
ding (i.c. representing the systems events by the computer’s ones) easier, what in

fact leads to a simpler model of simulation.
The most appropriate to the considered class of problems are the event-oriented

simulation languages as CSL and GPSS. Their structure apparently implies the simu-
lation of the decomposed eventistic systems.
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Modelowanie systeméw zdarzeniowych

Streszczenie

W pracy rozwazana jest specjalna klasa systemow zdarzeniowych. Oméwiono problemy me-
delowania, dekompozycji i syntezy systeméw zdarzeniowych. Przedstawiono twierdzenia dotyczace
posredniej i bezposredniej symulacji komputerowej zdekomponowanych systemé6w zdarzeniowych.

Mope/ mMpoBaHEe IBEHTECTHIECKHX CHCTEMOB
Peatome

B CraThE DpeACTABICHO CHENEATbHLIE K/IACC IBCHTHCTHYCCKHX CHCTEMOB, KOTOpHIC MOXHA
DpOTPEMEDOBATH A3LKAMH COGMTHI! BA BHMHC/HTeNMbHOR Mammme. IIpencraBicao Toxe HX MO-
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HCTHPOBAHHS, NCKOMIIO3HLME H CHHTE3bl. B CTATEH COACPXATCA TCOPEMH O Gecnocpelmmw H OO
CPCIHHM BLIMHC/IHTC/IbBHBIM MOJC/H POBAaHHIO C IOMOMBIO ACKOMIO3HIHH.
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