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Abstract— A simple and robust fuzzy logic controller with a 
forbidden region virtual fixture is proposed for a haptic 
guidance system developed to assist in simulation-based 
training of laparoscopic surgery. A surgical training system 
that involves human in the control loop is discussed. It uses 
a controller which adjusts control outputs for different 
trainees based on their skill level. The system involves 
virtual fixtures to improve human manipulation tasks 
inherent in this problem domain. The proposed controller 
cooperates with a heuristic-based scaling factor modifier to 
make such adjustments. The experimental results illustrate 
the feasibility and effectiveness of the proposed haptic 
guidance system.  

Keywords – Surgical Training, Laparoscopy, Haptic 
Guidance, Virtual fixtures, Fuzzy Logic Controller 

I. INTRODUCTION 
As an effective medical procedure, laparoscopic 

surgery has several benefits such as minimizing operative 
blood loss, easing post-operative pain, and reducing the 
recovery time. However, the procedure is more 
challenging than conventional open surgery due to the use 
of long and thin surgical instruments with an endoscope 
camera, and the lack of depth perception when using a 
monitor to view the operating field. Therefore, it is 
necessary to practice such surgical skills using 
laparoscopic simulators [1]. 

Many training devices have been developed to aid in 
laparoscopic surgery training. Such trainers range from 
inexpensive training kits [2][3] to large-scale, expensive 
Virtual Reality Simulators (VRSs) [4][5].  

In our research, we are developing the state-of-the-art 
surgical system called Computer-Assisted Surgical 

Trainer (CAST) [7]. We incorporate many features from 
both the simple kits and VRSs. One of the advantages of 
VRSs is providing haptic feedback for a trainee to sense 
force when the trainee touches an object. However, this 
does not guide the trainee to learn how to execute a 
particular surgical movement due to the absence of haptic-
based navigation. Unlike VRSs, the goal of CAST is to 
provide both realistic training environments and haptic 
(force) as well as visual guidance to trainees. 

In this paper, we propose a haptic guidance system 
based on the concept of virtual fixtures [10]. As active 
constraints, the virtual fixtures were first introduced by 
Rosenberg to assist a human operator in teleoperation [6]. 
The active constraints have been widely used in 
teleoperation tasks, robotic surgery, and several haptic 
devices. A good analogy of the virtual fixtures is using a 
ruler when drawing a line. If we use a ruler, we can easily 
draw a line without any difficulties. Likewise, if the 
CAST system provided an active constraint, this would be 
very helpful in surgical training. (Note that we do not 
propose to research the virtual fixture concept further. 
Rather, we draw from it as an inspiration and foundation 
for refining the controller.)   

The significance of the work presented here is the 
ability to flexibly adjust force-based guidance for learners 
with different skill levels, who must practice fundamental 
skills of laparoscopy in a virtual training environment.  

The remainder of this paper is organized as follows: the 
overview of CAST is given in Section II. In Section III, 
the proposed haptic guidance system is described. 
Experimental results are presented in Section IV. 
Discussion and conclusion are given in Section V. 

II. OVERVIEW OF COMPUTER ASSISTED SURGICAL 
TRAININER 

We have developed the foundations for CAST in 

 
Figure 1.  Computer-Assisted Surgical Trainer (CAST)  

Figure 2.  Example of the visual guidance 
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previous work [7]-[9]. Fig. 1 illustrates the overall setup. 
CAST’s hardware consists of two fixtures to hold surgical 
instruments, a camera to imitate an endoscope, an 
exchangeable cassette to support a variety of practice 
scenarios, motors to provide haptic feedback and 
navigation, and electronics to support the various control, 
sensing, and data collection functions. The instrument 
gimbal allows four degrees of movement freedom – three 
rotational movements (i.e., yaw, pitch, and roll) and one 
linear insertion movement.  

CAST software consists of four modules – optMIS, 
optAssessment, optViz, and optGuide. The optMIS 
module generates collision free and shortest paths for 
laparoscopic instrument movements in the rigid training 
environment [8]. The optAssessment quantifies 
competency objectively in minimally invasive surgical 
skills [9]. The optViz is responsible for the visualization 
of guidance information [7]. (Fig. 2 illustrates an example 
of visual guidance.) optGuide is the haptic guidance 
module.  

The training process consists in generating a 
recommended path for a surgical instrument movement in 
a 3D operating space, guiding the user in how to most 
effectively steer the instrument in this space, and 
collecting performance metrics such as task completion 
time, economy of movement, and accuracy [9]. In this 
paper, we focus on a new technique to provide a better 
haptic guidance. 

III. HAPTIC GUIDANCE SYSTEM 
In [10], the authors proposed a generalized 

implementation framework for virtual fixtures. It is shown 
in Fig. 3. The active constraint generator provides 
constraint geometry. The active constraint controller is 
responsible for assisting a user by motion regulation. 
Based on this framework, a haptic guidance system is 
designed and implemented for our optGuide module. 

A. Active Constraint Generator 
For the haptic guidance system, a forbidden region 

virtual fixture (FRVF) is used to restrict motions such as  
deviation from a desired path. Fig. 4-(a) depicts an 
example of FRVF. The gray area represents a forbidden 
region. Also, an attractive type constraint (Fig. 4-(b)) is 
used to minimize the deviation from the desired path. 

To construct constraint geometry, the following 

information is used. 
• Discrete time domain: ݇ 
• Sampling time : ∆ܶ 
• A desired path that consists of  a set of three-

dimensional discrete points:  
۾   ൌ ሼ݌ଵ,⋯ , ,௡ሽ݌	 ௜݌	݁ݎ݄݁ݓ ∈ ,ଷࡾ ݅ ൌ 1,⋯ , ݊ 

• Instrument tip position: ܠሺ݇ሻ ∈  ૜ࡾ
• Instrument tip velocity: ܞሺ݇ሻ ∈  ,૜ࡾ

ሺ݇ሻܞ   ൌ ൫ܠሺ݇ሻ െ ሺ݇ܠ െ 1ሻ൯ ∆ܶ⁄  
The instrument tip velocity is decomposed as follows: 

ሺ݇ሻܞ ൌ ோሺ݇ሻܞ ൅  ைሺ݇ሻ                      (1)ܞ
where ܞோሺ݇ሻ  is a velocity vector along the reference 
direction and ܞைሺ݇ሻ is a velocity vector orthogonal to the 
reference direction. Fig. 5 illustrates examples of 
decomposed velocity vectors. 

Let us introduce a control parameter (0 ൑ ܿைሺ݇ሻ ൑ 1) 
to adjust the non-preferred velocity component (ܞைሺ݇ሻ). 
Equation (1) is then written as  

ሺ݇ሻܞ ≜ ோሺ݇ሻܞ ൅ ܿைሺ݇ሻܞைሺ݇ሻ. 
By varying ܿைሺ݇ሻ , we can control the instrument tip 
movement. For instance, if we set ܿைሺ݇ሻ as 0, then we 
cannot allow any non-preferred movement. If we set 
ܿைሺ݇ሻ as 1, then a user can move an instrument freely 
without any restriction. 

In [11], various constraint geometries (e.g., curve, tube, 
and cone) were proposed to implement a visually-assisted 
control system. For the CAST system, a virtual tube is 
defined to design FRVF. The virtual tube is described by a 
tube axis and a tube radius (ݎௗ ). A desired path (۾ ) 
generated by optMIS is used to represent the axis of the 
virtual tube. (Fig. 6-(a) depicts an example of the virtual 
tube.) Using this constraint geometry, the control 
parameter (ܿை) is defined as follows: 

ܿைሺ݇ሻ ൌ ൜0,																													ݎሺ݇ሻ ൐ ௗݎ
1െݎሺ݇ሻ ⁄ௗݎ , ሺ݇ሻݎ ൑  ௗݎ

where ݎሺ݇ሻ is the distance from the instrument tip (ܠሺ݇ሻ) 
to a desired path (۾). Fig. 6-(b) illustrates ܿைሺ݇ሻ . The 
outside area of the virtual tube represents a forbidden 

Figure 3. Generalized implementation framework for virtual 
fixtures [10] 

 
Figure 5. Examples of decomposed velocity vectors 

 
Figure 4. (a) A forbidden region virtual fixture and (b) an attractive 

constraint [10] 

(a) (b)
 

Figure 6. (a) A virtual tube for FRVF, (b) the relationship between 
 ࢘ and ࡻࢉ
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region. Any non-preferred movement is not allowed in the 
forbidden region. Therefore, ܿைሺ݇ሻ is set as 0 if ݎሺ݇ሻ ൐  .ௗݎ
Within the virtual tube, ܿைሺ݇ሻ gradually increases as ݎሺ݇ሻ 
decreases in order to prohibit rapid changes of ܿைሺ݇ሻ. 

Based on the defined constraint geometry, an active 
constraint controller is designed. 

B. Active Constraint Controller 
CAST involves human in a control loop, unlike an 

autonomous system such as a manipulator in an assembly 
line. The main role of optGuide is to provide force 
guidance to a novice trainee. Existing guidance systems 
[12],[13] use a PD controller for motor control. Similarly, 
we have proposed a PD controller and PD-like Fuzzy 
Logic Controller to provide haptic feedback in [7]. 
However, these simple PD-type controllers could not 
adjust the guidance force for different trainees who varied 
in how they operated the instruments because the 
controllers don’t have adaptive features. To improve the 
guidance system, here we propose a novel haptic guidance 
controller that consists of Fuzzy Logic Controller (FLC) 
and Scaling Factor Modifier (SFM). The block diagram of 
the proposed controller is shown in Fig. 7.  

The active constraint controller (mainFLC) is a 
discrete-time FLC that has two inputs and a single output. 
The inputs of the mainFLC, the position error (܍ௗ) and the 
velocity error (ܞ܍ೀ), are defined as 

ௗሺ݇ሻ܍  ൌ ሺ݇ሻ࢖ െ  ሺ݇ሻܠ
ೀሺ݇ሻܞ܍  ൌ ௢ௗሺ݇ሻܞ െ ைሺ݇ሻܞ ൌ ሺܿைሺ݇ሻ െ 1ሻܞைሺ݇ሻ 

where ࢖ሺ݇ሻ is the nearest point on a desired path from the 
instrument tip position, ܠሺ݇ሻ is the instrument tip position, 
and ܞைௗሺ݇ሻ ൌ ܿைሺ݇ሻܞைሺ݇ሻ. The position error is related to 
generating attractive force and the velocity error is related 
to FRPF.  

For input fuzzy variables, trapezoidal membership 
functions (Fig. 8) are used to characterize the seven fuzzy 
sets which are negative big (NB), negative medium (NM), 
negative small (NS), zero (ZO), positive small (PS), 
positive medium (PM), and positive big (PB). 

Two input fuzzy variables are defined as 
ଵሺ݇ሻܧ ൌ ଵܵ	܍ௗሺ݇ሻ 
ଶሺ݇ሻܧ ൌ ܵଶ	ܞ܍ೀሺ݇ሻ 

where ଵܵ  and ܵଶ  are constant scaling factors for ܍ௗ  and 
ೀ, respectively, and 0ܞ܍ ൑ ,ଵܧ ଶܧ ൑ 1. Also, ଵܵ and ܵଶ are 
determined by experimental results. 

For an output fuzzy variable (ܻ), single-valued constant 
membership functions are used to characterize the output 
fuzzy sets; ܻ is restricted to ሾെ1, 1ሿ. 

IF-THEN rules for the main FLC are represented in the 
following form: 

ܴ௟: If	ܧଵ	is	Fଵ௟ 	and		ܧଶ	݅ݏ	ܨଶ௟,  ௟ܩ	ݏ݅	௟ܻ	݄݊݁ݐ
where Fଵ௟  and ܨଶ௟ ∈ {NB, NM, NS, ZO, PS, PM, PB}, ܩ௟ 
is a constant output value (െ1 ൑ ௟ܩ ൑ 1), and ݈ is the rule 
number.  
Since there are seven fuzzy sets for each antecedent 
variable of the main FLC, the number of rules is 7ଶ.  

For proper control action, we build the rule-bases as 
follows: if an instrument’s tip deviates far away from a 
desired path, large attractive control force is applied to 
pull the instrument tip toward the desired path, whereas 
small control force is applied when the instrument tip is 
close to the desired path. If ܞ܍ೀ is large, then large control 
force is applied to restrict non-preferred motion. The rule-
bases are shown in Table 1. 

To calculate ܷሺ݇ሻ , the mainFLC uses a singleton 
fuzzifier, product inference engine, and center average 
defuzzifier. Consequently, ܷሺ݇ሻ  is obtained from the 
following equation: 

ܷሺ݇ሻ ൌ ∑ ܻ௟ߤ௟ሺܧଵሻߤ௟ሺܧଶሻସଽ
௟ୀଵ
∑ ଶሻସଽܧ௟ሺߤଵሻܧ௟ሺߤ
௟ୀଵ

 

where ߤ௟ሺܧଵሻ  and ߤ௟ሺܧଶሻ  are the degree of membership 
functions for ܧଵ  and ܧଶ , respectively, and ܻ௟  is the 
singleton output value. 

The overall output for the mainFLC is given as follows: 
ሺ݇ሻݑ ൌ ܵ௨ሺ݇ሻܷሺ݇ሻ 

where ܵ௨ሺ݇ሻ  is an output scaling factor. To adjust the 
control output using ܵ௨ሺ݇ሻ  for different trainees, we 
design a Scaling Factor Modifier (SFM) based on a 
heuristic self-tuning method [14]. For instance, assume a 
novice trainee holds a surgical instrument for a while 

 
Figure 7. The proposed active constraint controller

Table 1. Rule-bases for the main FLC 

 

 
Figure 8. Membership functions for inputs 
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when practicing a particular task. Then, he/she moves the 
instrument toward the reference point. At first, SFM will 
increase ܵ௨ሺ݇ሻ  until the instrument moves in the right 
direction. Then, SFM will adjust ܵ௨ሺ݇ሻ  based on the 
trainee’s behavior. 

Like the mainFLC, the SFM is a fuzzy inference system 
that has two inputs and a single output. Two input fuzzy 
variables are defined as 

ଷሺ݇ሻܧ ൌ ܵଷ	ݑሺ݇ െ 1ሻ 
ସሺ݇ሻܧ ൌ ܵସ	ࡻܞሺ݇ሻ 

where ܵଷ and ܵସ are constant scaling factors for ݑሺ݇ െ 1ሻ 
and ࡻܞሺ݇ሻ , respectively, and 0 ൑ ,ଷܧ ସܧ ൑ 1 . Like the 
mainFLC, the SFM uses trapezoidal membership 
functions and single-valued constant membership 
functions to characterize input fuzzy variables (ܧଷ, and ܧସ) 
and the output fuzzy variable (ܹ), respectively. Also, ܵଷ 
and ܵସ are determined by experimental results. 

IF-THEN rules for the SFM are represented in the 
following form: 

ܴ௠: If	ܧଷ	is	ܨଷ௠	and		ܧସ	݅ݏ	ܨସ௠,  ௠ܸ	ݏ݅	௠ܹ	݄݊݁ݐ
where  Fଷ௠ and ܨସ௠ ∈ {NB, NM, NS, ZO, PS, PM, PB}, 
ܸ௠ is a constant output value (െ1 ൑ ܸ௠ ൑ 1), and ݉ is 
the rule number. The number of rules for the SFM is 7ଶ. 

The considerations to build the rules of the SFM are 
listed below:  

• When  ܧଷ  is ZO (i.e., ݑሺ݇ െ 1ሻ ൎ 0 ), then the 
SFM preserves the present output scaling factor 
because there is not enough information to adjust 
it. 

• If the direction of ࡻܞ and the direction of feedback 
force are the same (e.g.,	ܧଷܧସ ൐ 0), then the SFM 
decreases the output scaling factor because the 
instrument tip moves toward the desired path. 

• If the direction of ࡻܞ and the direction of feedback 
force are different (e.g.,	ܧଷܧସ ൏ 0), then the SFM 
increases the output scaling factor because the 
instrument tip deviates from the desired path 
(moves to a forbidden region). 

Based on these considerations, we construct the rule-bases 
as shown in Table 2.  

To calculate the output (ݓ ) of the fuzzy inference 
system, the proposed SFM uses a singleton fuzzifier, 
product inference engine, and center average defuzzifier. 
 :ሺ݇ሻ is obtained from the following equationݓ

ሺ݇ሻݓ ൌ ∑ ܹ௠ߤ௠ሺܧଷሻߤ௠ሺܧସሻସଽ
௠ୀଵ
∑ ସሻସଽܧ௠ሺߤଷሻܧ௠ሺߤ
௠ୀଵ

 

where ߤ௠ሺܧଷሻ and ߤ௠ሺܧସሻ are the degree of membership 
functions for ܧଷ  and ܧସ , respectively, and ܹ௠  is the 

singleton output value. 
The final ܵ௨ሺ݇ሻ is calculated using the following form: 

ܵ௨ሺ݇ሻ ൌ ቊܵ௨ሺ݇ െ 1ሻ ൅ ሺ1ߙ െ ܿைሺ݇ሻሻݓሺ݇ሻ,									ݓሺ݇ሻ ൒ 0
൫1 ൅ ሺ݇ሻ൯ܵ௨ሺ݇ݓߚ െ 1ሻ, ሺ݇ሻݓ ൏ 0 

where ߙ	ሺߙ ൐ 0ሻ is an additive increase gain and ߚ	ሺ0 ൏
ߚ ൏ 1ሻ  is a multiplicative decrease gain. Additive 
Increase and Multiplicative Decrease (AIMD) algorithm is 
used for network congestion control and it guarantees 
convergence [15]. To adjust ܵ௨ሺ݇ሻ , we use the AIMD 
concept. 

IV. EXPERIMENTAL RESULTS 
In CAST, each fixture has three motors, each to control 

yaw, pitch, and insertion axis. A motor is not attached to 
the roll axis because rotation does not affect the 
instrument tip position. The instrument tip position is 
updated every 50ms (∆ܶ ൌ  By using the center of .(ݏ0.05
the instrument fixture gimbal as a local frame of reference, 
the tip position is calculated by the following equation: 

ቆ
ݔ
ݕ
ݖ
ቇ ൌ ൭

1 0 0
0 ሺ∅ሻ	ݏ݋ܿ െ݊݅ݏ	ሺ∅ሻ
0 ሺ∅ሻ	݊݅ݏ ሺ∅ሻ	ݏ݋ܿ

൱൭
ሻߠሺ	ݏ݋ܿ െ݊݅ݏ	ሺߠሻ 0
ሻߠሺ	݊݅ݏ ሻߠሺ	ݏ݋ܿ 0
0 0 1

൱൭
0
ܵܰܫ
0
൱ 

where ߠ  is a rotation angle around the yaw axis, ∅ is a 
rotation angle around the pitch axis, and ܵܰܫ  is an 
insertion length.  

To verify the proposed haptic feedback system, we use 
the right-hand fixture. The ranges of rotation angle ߠ and 
∅  are ሾെ82.5°, 0°ሿ  and ሾെ180°, 0°ሿ , respectively. The 
range of insertion length ܵܰܫ is ሾ0	ܿ݉, 14.9	ܿ݉ሿ. The tip 
position (ܠሺ݇ሻ), the nearest point (࢖ሺ݇ሻ), and ܞைሺ݇ሻ are 
converted to encoder counter value to control each motor. 
The converted value ranges for ߠ , ∅ , and ܵܰܫ  are 
restricted to ሾ0, 7019ሿ , ሾ0, 6652ሿ , ሾ0, 16781ሿ , 
respectively. 

We design a simple hand-eye coordination task (such as 
the one shown in Fig. 2 where instrument tips must 
traverse the space along optimal, collision free 
trajectories) to verify the proposed haptic guidance 
system. The training scenario is such that a trainee must 
touch multiple targets (e.g., four targets labeled by R1, R2, 
R3, and R5) using the right instrument. 

For the proposed system, design parameters that are 
determined from the experimental results are listed below: 

• ଵܵ ൌ 1/1000 , ܵଶ ൌ 1/100 , ܵଷ ൌ 1/200 , ܵସ ൌ
ߙ ,1/500 ൌ 125, and ߚ ൌ 0.2 for the yaw axis 

 
Figure 9. Practice trajectory (red: a desired path, blue: the right 

instrument tip movement). ࢊ࢘ ൌ ૙. ૞ܕ܋. 

Table 2. Rule-bases for the scaling factor modifier 
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controller. 

• ଵܵ ൌ 1/2200 , ܵଶ ൌ 1/440 , ܵଷ ൌ 1/500 , ܵସ ൌ
1/500 ߙ , ൌ 75 , and ߚ ൌ 0.2  for the insertion 
axis controller. 

• ଵܵ ൌ 1/800 , ܵଶ ൌ 1/80 , ܵଷ ൌ 1/160 , ܵସ ൌ
ߙ ,1/500 ൌ 150, and ߚ ൌ 0.2 for the pitch axis 
controller. 

• ܵ௨ is restricted to [0, 15000] in order for a safety 
reason. ܵ௨௬௔௪ሺ0ሻ ൌ 2500	 , ܵ௨௜௡௦ሺ0ሻ ൌ 1500 , 
ܵ௨௣௜௧ሺ0ሻ ൌ 3000 

To define the virtual tube geometry, we set the tube 
radius (ݎௗ) as 0.5cm. Fig. 9 illustrates the trajectory of the 
right instrument tip. The red line and blue line represent a 
desired path and the actual instrument tip movement, 
respectively. While doing this simple task, we always try 
to deviate from the desired path in order to evaluate the 
overall performance of the proposed feedback system. 
There is a huge deviation when the instrument traverses 
from the start position to target R1. Fig. 10 depicts the 
huge deviation for the first 23 seconds. The main reason 
for this large deviation is that the SFM is adjusting output 
scaling factors. Fig. 11 illustrates the behavior of the SFM. 
In this test, the tuning process is moderately slow. If we 
use a large value for ߙ , we can speed up the tuning 
process. Also, if we increase the maximum value of ܵ௨, 
we can reduce the deviation. After finishing the self-
tuning process, the proposed system guides the user to 
move the instrument within the virtual tube area. The 

control outputs are illustrated in Fig. 12. Whenever the 
instrument tip moves toward the forbidden region, the 
proposed guidance system applies large feedback force to 
restrict the motion. 

Figs.13-16 illustrate the results of ݎௗ ൌ 2.0cm. As in 
the previous test case, we frequently try to deviate from 
the desired path. The results show that the haptic guidance 
system restricts non-preferred movements to minimize 
entry into the forbidden region by applying feedback force. 

V. DISCUSSION AND CONCLUSION 
By varying ݎௗ , we can adjust the guidance level. We 

may use a trainee’s proficiency level as the criterion to do 
so. For example, if a trainee is a novice, it may be helpful 
to restrict non-preferred motion actively by using small ݎௗ. 
However, if a trainee’s proficiency level is close to an 
expert level, the trainee may want to practice without any 
guidance force in order to prepare for specific surgical 
certification tests. For this trainee, the system sets ݎௗ as a 
large value so that the guidance system tries to correct 
only major mistakes. To implement this adaptive feature, 
we will design a decision process to adjust ݎௗ dynamically 
based on the assessment results generated by 
optAssessment, the module in CAST that collects data on 
users’ performance (e.g., the accuracy, speed, or economy 
of movement, etc.). 

As a future work, we will consider system stability in 
order to prove that the proposed controller is stable given 
bounded inputs. Also, more complex geometries will be 
designed to verify the proposed control system. Finally, a 
human subjects study will be conducted by enrolling 

 
Figure 10. Distance (࢘) profile while performing the hand-eye 

coordinate task. ࢊ࢘ ൌ ૙. ૞ܕ܋. 

 
Figure 12. Control outputs while performing the hand-eye 

coordinate task. ࢊ࢘ ൌ ૙. ૞ܕ܋. 

 
Figure 11. ࢛ࡿሺ࢑ሻ profile while performing the hand-eye coordinate 

task. ࢊ࢘ ൌ ૙. ૞ܕ܋. 
 

Figure 13. Training trajectory (red: a desired path, blue: the right 
instrument tip movement). ࢊ࢘ ൌ ૛. ૙ܕ܋. 
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volunteers and dividing them into sub-groups in 
accordance with their expertise in laparoscopic surgery. 

 

 
In this paper, we have presented a design method for a 

haptic guidance controller with “forbidden region” virtual 
fixtures. Like traditional FLCs, the proposed system does 
not require high computing power because of using simple 
multiplications and a reasonable number of rules. The 
proposed controller enables haptic guidance in a system 

specifically designed for laparoscopy training. The key 
contribution is the ability to restrict non-preferred 
movements using the forbidden region virtual fixture and 
to adjust control outputs based on a self-tuning scheme. 
Our experimental results are promising and indicate that 
the system will be relatively robust. This work can be 
extended to applications beyond medical training, namely 
to all human-machine collaboration systems. 
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Figure 15. ࢛ࡿሺ࢑ሻ profile while performing the hand-eye coordinate 

task. ࢊ࢘ ൌ ૛. ૙ܕ܋. 

 
Figure 16. Control outputs while performing the hand-eye 

coordinate task. ࢊ࢘ ൌ ૛. ૙ܕ܋. 

 
Figure 14. Distance (࢘) profile while performing the hand-eye 

coordinate task. ࢊ࢘ ൌ ૛. ૙ܕ܋. 
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