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Abstract 

Within the past few decades, diverse modeling and 
simulation tools have been applied an eztensive applica- 
tions. The approaches used range from programming 
with a specific simulation description language to au- 
tomation using an icon-driven user interface. The ad- 
vantage in utilizing simulation is to assess the sys- 
tem’s performance prior t o  an actual implementation. 
Functionality, maintainability, and expansibility are 
the primary criteria used to make a choice of a specific 
tool. To strengthen these criteria, a general-purpose 
environment called Performance Object-oriented mod- 
eling and Simulation Environment (POSE) has been 
developed. The objectives of POSE are to automati- 
cally construct simulation models for the systems to be 
designed, to eficiently define the system performance 
measures, and to accurately generate the performance 
data expected. The environment is briefly summarized 
and an application study for a multiprocessor com- 
puter system is presented. 

P Introduction 

As fiber optics, ultra large-scale integrated circuits, 
asynchronous transfer mode, and more advanced tech- 
nologiw are introduced, new application systems have 
become much more complex. The behavior of the sys- 
tems is usually of high complexity and is difficult to 
evaluate by analytical approaches. I t  is believed that, 
if no analytical approaches can be applied, construct- 
ing a new, complex system can be expensive, time 
consuming, and risky. Therefore, simulation or hybrid 
approaches are explored to  mitigate the problems [q 
This is the first reason triggering this work. I n  ad- 
dition, it is necessary to construct a model required 
before carrying out system simulation. To build the 
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system model in most of existing simulation languages, 
users (or system designers) must know the syntax of a 
specific language and how to program the model cor- 
rectly. The situation motivates our research to  devise 
a way that allows users to do system modeling without 
the knowledge of an underlying simulation language. 

Furthermore, the object-oriented (for short, 00) 
concept has shown a great potential in extensive appli- 
cations, especially the advantages of reuse and main- 
tainability. The third characteristic in POSE is to 
utilize the 00 concept in cooperation with Queueing 
Theory [4] and the structure of DEVS formalism [13] 
such that each POSE’S model has a concrete config- 
uration and is efficient in processing the problems of 
system performance measures. Lastly, we strive to 
improve POSE to strengthen its functionality and ex- 
pansibility. This is achieved through the design of the 
hierarchical model-base management. The hierarchi- 
cal model bases are established by dividing the model- 
ing procedure into two pari s: the system-architecture 
and the system-performance modeling stages. 

2 The Design of POSE 

As described in detail in [l], the design concept 
focuses on automating the simulation model creation 
and providing the required performance calculation 
and evaluation. POSE’S architecture is depicted in 
Figure 1. The arrows in the figure show the opera- 
tion flow in POSE. Each it,em beside an asterisk ex- 
presses the basic part corresponding to the stage right 
above or below it .  According to the flow, the require- 
ments and constraints of the system to  be developed 
are considered first. The requirements include per- 
formance objects (indices) like throughput, utilization 
and turnaround time. Aftter analyzing the system’s 
requirements and constraints, the AG EF (Automatic 
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Figure 1: The Design Flow of POSE. 

Generation of Experimental Frame) stage is processed 
in order to embed this information into an experimen- 
tal frame (for short, EF) for future use [12]. 

At the System Analysis stage, the system's archi- 
tecture is analyzed. For example, when a multipro- 
cessor computer system is to be modelled, the infor- 
mation about the connections among (:PUS, memory 
units and IO units, the characteristics of each unit, 
arid the partitions of the system, have to be obtained 
after the analysis procedure. Based on this informa- 
tion, the AGSM (Automatic Generation of System 
Model) is invoked to model the computer system. As 
soon as the AGEF and the AGSM stages are com- 
pleted, the Model Integration (for short, MI) stage 
takes place. A complete integrated model is then gen- 
erated. This model is able to  produce the performance 
data for the system in terms of the requirements and 
constraints specified in the EF(s). 

The output provided by POSE are integrated mod- 
els which are useful at the next stage, Model Simu- 
lation. All performance data are collected and com- 
puted within this stage. These data are used to vali- 
date the accuracy of the system models (e.g. the com- 
puter model) via mathematical approaches. 

'Three model bases, Experimental Frame Model 
Base (EFMB), System Model Base (SMB), and In- 
tegrated Model Base (IMB), along with a perfor- 
mance object-based library called Generic Experimen- 
tal Frame Base (GEFB), are used to support the hier- 

archical modeling-automation flow. These bases have 
the hierarchical relationship of IMB at the root with 
two children SMB and EFMB. In turn, EFMB requires 
the resource in GEFB. They are originally empty but 
become populated as systems are developed in POSE. 
The power of POSE is enhanced by maximizing the 
flexibility of the execution flow feedback as referred 
to in Figure 1 and designing a corresponding inter- 
face shown in Figure 2 (where both Node Modeling 
and System Modeling functions comprise the AGSM 
stage). More details about the environment and its 
implementation can be found in [l]. In what follows, 
we focus on the model integration and simulation stage 
and provide an illustrative example. 

3 Model Integration and Simulation 

The models in the system model base (SMB) and 
the experimental frame model base (EFMB) can be 
operated in a stand alone mode with DEVS-Scheme 
but no meaningful output is produced. To come up 
with the performance metria required for an applica- 
tion system, the function of Model Integration (MI) 
is then designed. Figure 3 shows the relationship 
among the SMB, EFMB and the integrated model 
base (IMB). This figure also points out that only inte- 
grated models are allowed to be simulated in POSE. 

In order to carry out flexible model integration, 
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The goal of simulation in POSE is to  generate per- 
formance data for performance evaluation. All the 
data expected are gathered and saved in different log 
files specified in the transducer(s) during simulation. 
Basically, there are three pre-defined log files: j o b  ar- 
rival, j o b  finished, and summary, at each transducer. 
Both j o b  arrival and finished files keep the so-called 
raw performance data consisting of each job name 
and its priority with the arrival or departure time, re- 
spectively. The log files rather than the pre-defined 
ones are for specific purposes such as throughput, 
turnaround, etc. The summary file periodically col- 
lects all processed performance data such as: 

Figure 2: The Function Layout Window in POSE. ** et-computer at time 320 
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Figure 3: Model-Base Relationship in Model Integra- 
tion. 

the schemes of global and distrrbuted ezperimental 
frames [SI are employed at this stage. For instance, 
an interconnected network like ARPANET [ll] con- 
nects many Local Area Networks (LANs) via gate- 
ways. Since the role of gateways within the inter- 
connected network is very critical and sensitive, per- 
formance measures at gateways are particularly im- 
portant. In general, throughput and utilization are 
factors of greatest concern. This situation requires 
attaching different configurations of EFs to the gate- 
ways a t  different geographical areas. This flexibility 
has been carried out by using both schemes. Due 
to the flexible attachment of an EF to any layer or 
component in a system model, the EFs stored in the 
EFMB can be retrieved and coupled to  the system 
model without any restriction during the processing 
of the MI function. 

throughput :: 2.08524590163934 
turnaround :: 1.66049869504983 

** ef-computer at time 340 

throughput :: 2.08709677419356 
turnaround : :  1.65773744063163 

** ef-computer at time 360 

throughput : :  2.0952380952381 
turnaround : :  1.6632224979867 

A simulation run is finished as soon as the toler- 
ance condition pre-set by employing the technique of 
terminating simulation is met [5]. 

4 The Experiments in POSE 

Even though analytical approaches provide efficient 
and accurate ways to process performance measures, 
the simulation approach offers an alternative when: 
1) the complexity of a system prohibits determinis- 
tic results, or 2) the complexity is difficult to ana- 
lyze mathematically. The Simulation approach also 
provides a means for evaluating and comparing new 
systems prior to their actual implementation. Never- 
theless, analytical approaches can be used to evaluate 
the performance outcome generated by POSE. 

The following simulation experiments are used to  
test POSE’S functionality and accuracy. Their simula- 
tion results are synthesized through the scheme of con- 
fidence interval under the control of terminating sim- 
ulation [5 ] .  Also, the results are evaluated by means 
of mathematical analysis with queueing theory. 
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Figure 4: A Multiprocessor Computer System. 

A Multiprocessor Computer System: Perfor- 
mance evaluation in various computer systems has 
been studied extensively [3, 6 ,  7 ,  lo]. For compar- 
ison purposes, a multiprocessor computer system is 
designed in P O S E .  The experiments related to the 
proposed computer system shown in Figure 4 are to  
determine how the system would perform under vari- 
ous changes. Based on the figure, these changes could 
be about the input rate (system workload), the service 
rates of cpus, (main) memory and disks, and the prob- 
ability settings on links (buses). Since the role of the 
CPU and memory is more sensitive to the whole sys- 
tem, we are primarily concerned with changes in their 
rates. Due to  the variety, the performance mewures 
regarding the mean job turnaround time, i.e., aver- 
age time delay, in the system are considered. These 
performance measures are gathered through execut- 
ing the system’s model, which is created by POSE,  as 
shown in Figure 5 .  

The first experiment examines the quantity changes 
in turnaround time by gradually modifying the CPU’s 
mean service time (the reciprocal of service rate). 
Other factors involved here have the following c,on- 
ditions: 
1) No jobs are blocked at any receiving unit. 
2) Mean job interarrival time to  the system : 

3) Mean service rate of the memory : 

4) Mean service rate for each disk : 

0.5 mallisecond/job 

0.025 millisecond/job 

0.2 millisecond/job 

computer 

Figure 5: A Multiprocessor Computer System. 

5) Input jobs are immediately dispatched to  each CPU 

with equal probability. 
6) CPU’s outgoing jobs sent to the two disks, the mern- 
ory, and outside of the system with the probabilities, 
0.1, 0.1, 0.7, and 0.1, respectively. 

By means of multiple simulation runs at each CPU 

setting, Figure 6 plots the related confidence interval 
with 95% via two curves Simulation-Upper (i.e. the 
upper bound of the interval) and Simulation-Lower 
(i.e. the lower bound). This area between the up- 
per and lower curves shows that P O S E  provided a 
good enough estimate by comparing it to results cal- 
culated with the analytical approach. Based on the 
same conditions, we proceed with the analytical ap- 
proach by using queueing theory. Since the computer 
system model is an Open Qveuezng Network  (OQN) 
with Poisson input rate, exponential service rates and 
infinite buffer sizes at all queues, it can be analyzed 
by applying Jackson’s theorem [2]. The correspond- 
ing analytical curve is marked with Analytical-0.5 
for the purpose of evaluation. (The “0.5” expresses 
the mean job interarrival time to  the system is 0.5 
millisecond, i.e., the job input rate is 2 jobs /  millisec- 
ond.) From the curve distributions, it  is concluded 
that: 
1) The area specified by the 95% confidence interval 
almost covers the analytical curve except for the range 
close to 0.08 and up. This exceptional range results 
from job congestion occurred in cpus to the extent that 
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Figure 6: The Effect of The CPU’s Rate Changes. 

the whole system becomes unstable and the bound 
of 95% coverage is no longer obeyed. Therefore, this 
evaluation shows a high accuracy and sensitivity for 
the simulat ion approach performed in POSE. (In the 
figure, two other analytical curves are drawn for ref- 
erence. The Analytical-0.4 curve exhibits serious 
job congestion when the mean service time of a CPU 

is over 0.06, a situation that does not occur in the 
Analytical-1 curve during the changes of CPU time 
This is because a lower input rate is assigned to  the 
latter.) 
2) If the service time of a CPU is less than 0.06, then 
higher input rates are suggested unless there is a real- 
time factor. 

The second experiment investigates how a change 
in memory service-time affects job turnaround time 
in the proposed system. Figure 7 illustrates the ef- 
fect caused by the change. The related conditions set 
in the experiment are t,he same as in the first experi- 
ment except that : a) the CPU service-time is fixed at 
0.04 millisecond/job, and b) the memory service-time 
is adjusted from 0.01 to 0.05 millisecond/job. 

The simulation outcome is plotted by two ciirves 
Simulation-Upper and Simulation-Lower with 
95% confidence interval. The related mathematical 
method is also built according to  Jackson’s theorem. 
The corresponding analytical outcome is drawri for 
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Figure 7: The Effect of The Memory’s Rate Changes. 

comparison to the simulation outcome. Due to the 
nonexistence of the job congestion problem given the 
testing conditions, the Analytical-0.04 curve is com- 
pletely covered within the area between the two bound 
curves. 

The experimental results for the proposed computer 
system show that performance outcomes produced by 
POSE provide accurate estimates. The same out- 
comes of the tests of Gordon-Newel1 Networks are also 
obtained. 

5 Conclusions 

In POSE, users can systematically const,ruct a com- 
plex system model with a multilayer and multicom- 
ponent architecture through the interactive window- 
driven interface. The architecture facilitates hierarchi- 
cal modeling and a hierarchical model-based manage- 
ment. By making connections from POSE t o  DEVS- 
Scheme, model simulation and performance data col- 
lection and computation are then accomplished. In 
conclusion, the contributions of this work to the field 
of modeling and simulation automation are in a) hid- 
ing of simulation language, b) modeling automation, 
c) hierarchical modeling, and d) effective performance 
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measures generation. 
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