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SECURITY AND SAFETY  issues in the medical domain 
take many different forms. Examples range from 
purposely contaminated medicine to recalls of 
vascular stents, and health data breaches. Risks 
resulting from unintentional threats have long 
been known, for example, interference from 
electromagnetic energy. 

Security risks resulting from intentional threats 
have only recently been confirmed, as medical devices 
increasingly use newer technologies such as wireless 
communication and Internet access. Intentional 
threats include unauthorized access of a medical 
device or unauthorized change of settings of such a 
device. A senior official in the device unit of the U.S. 
Food and Drug Administration (FDA) has often been 
cited with the following statement: “We are aware 

of hundreds of medical devices that 
have been infected by malware.”34 
Even though deaths and injuries have 
not yet been reported from such intru-
sions, it is not difficult to imagine that 
someday they will. There is no doubt 
that health care will increasingly be 
digitized in the future. Medical devic-
es will increasingly become smarter 
and more interconnected. The risk 
of computer viruses in hospitals and 
clinics is one side effect of this trend. 
Without suitable countermeasures, 
more data breaches and even mali-
cious attacks threatening the lives of 
patients may result.

Security is about protecting infor-
mation and information systems from 
unauthorized access and use. As men-
tioned, medical devices have more and 
more embedded software with com-
munication mechanisms that now 
qualify them as information systems. 
Confidentiality, integrity, and avail-
ability of information are core design 
and operational goals. Secure software 
is supposed to continue to function 
correctly under a malicious attack.25 In 
this sense, medical device security is 
the idea of engineering these devices 
so they continue to function correctly 
even if under a malicious attack. This 
includes internal hardware and soft-
ware aspects as well as intentional and 
unintentional external threats. 

Medical devices comprise a broad 
range of instruments and implements. 
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But how secure are they? 

BY JOHANNES SAMETINGER, JERZY ROZENBLIT,  
ROMAN LYSECKY, AND PETER OTT

 key insights
 ˽ Healthcare poses security challenges 

due to the sensitivity of health records, 
the increasing interoperability of medical 
devices, and simply the fact that human 
well-being and life are at stake.

 ˽ Implantable devices are especially 
critical, as they may potentially put 
patients in life-threatening situations 
when not properly secured.

 ˽ Medical devices are becoming noticeably 
important for millions of patients 
worldwide. Their increasing dependence 
on software and interoperability  
with other devices via wireless 
communication and the Internet has  
put security at the forefront.
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For our considerations, only devices 
with hardware, software, and some 
form of interoperability are of interest. 
Artificial joints, for example, do not 
do any processing, that is, there is no 
software involved. Thus, we can ignore 
them from a security perspective. How-
ever, they may indeed be critical from a 
safety point of view.

At this point, we emphasize the 
importance of secure medical de-
vices. It is not really about preventing 
someone from killing someone else 
by means of a medical device. How-
ever remote and unlikely this scenario 
might sound, it is not completely im-
plausible. Securing medical devices 

is securing a critical infrastructure. It 
is about preventing malicious people 
from taking control of this infrastruc-
ture, about preventing a potential 
blackmail of device manufacturers 
or health institutions, and about the 
sense of well-being of any person who 
needs to use any such device.

Motivation
Major IT security incidents that affect 
the general public are almost regu-
larly reported in the media. Examples 
include stolen passwords, stolen 
credit card information, or website 
availability problems. The loss, theft, 
or exposure of personally identifiable 

information is one major problem 
that is also widespread in the health 
care sector, which accounts for one-
fifth of all these reported issues.33 
The FDA collects information regard-
ing reportable issues with medical 
devices to capture and identify ad-
verse and unexpected events for a 
particular device or device type. Each 
year, several hundred thousand med-
ical device reports are received about 
suspected device-associated deaths, 
serious injuries, and malfunctions.6 
An analysis of these recalls and 
events has shown that both the num-
ber of recalls and adverse events have 
increased over the years. 
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doctors or devices. Safety-critical in-
formation has an influence on the 
safety of a person or her environment. 
Examples include parameter set-
tings or commands for devices such 
as implanted defibrillators or x-ray 
machines. Both malicious and unin-
tentional modification of such infor-
mation may lead to safety-critical situ-
ations. Sensitive information includes 
anything that is about a patient, for 
example, medical records as well as 
values from sensing devices that re-
port information about a person’s or 
her device’s state, for example, glu-
cose level, ID, or parameter settings 
of a pacemaker. It is interesting to 
note that all medical devices as de-
fined by the WHO or by the FDA have 
aspects that are inherently safety re-
lated. Some have a higher risk, some a 
lower one (see FDA’s classes I, II, and 
III). However, not all of these devices 
are relevant from a security point of 
view; recall the aforementioned arti-
ficial joint. Typically, security is an is-
sue as soon as software is involved. But 
there are also security-relevant devices 
that are not considered to be medical 
devices by the WHO or the FDA. Ex-
amples include smartphones that run 
medical apps handling sensitive infor-
mation, or regular PCs in a hospital for 
processing medical records.

The difference between safety and 
security is not always obvious because 
security can clearly have an effect on 
safety. Generally speaking, safety is 
about the protection of a device’s en-
vironment, that is, mainly the patient, 
from the device itself. The manufac-
turer must ensure the device does not 
harm the patient, for example, by not 
using toxic substances in implants or 
by careful development of an insulin 
pump’s software. Security is about the 
protection of the device from its envi-
ronment, that is, just the opposite of 
safety. As long as a device is operating 
in a stand-alone mode, this is not an is-
sue. But if a device communicates with 
its environment or is connected to the 
Internet or other systems, then some-
one may get access to data on the de-
vice or even gain control over it. A secu-
rity issue becomes a safety issue when 
a malicious attacker gains control of a 
device and harms the patient.

Non-communicating but process-
ing devices can be critical to security 

The major reason for device recalls 
involves malfunctions. Computer-
related recalls account for about 20% 
to 25%, and counting. The numbers 
show that computer-related recalls 
are caused mainly by software.1 More 
than 90% of device recalls mentioned 
the word ‘software’ as the reason for 
the corrective action. Less than 3% 
mentioned an upgrade would be avail-
able online.23 Kramer et al. also tested 
the FDA’s adverse event reporting by 
notifying a device’s vulnerability, only 
to find out that it took several months 
before the event showed up in the cor-
responding database.  This time span 
is definitely much too long to respond 
to software-related malfunctions.

Successful hacking of medical 
devices has been demonstrated on 
several occasions. For example, com-
mands have been sent wirelessly to an 
insulin pump (raise or lower the lev-
els of insulin, disable it). This could 
be done within a distance of up to 150 
feet.20 The FDA’s safety communica-
tion has issued a warning to device 
makers and health care providers to 
put safeguards in place to prevent 
cyber-attacks.9 Deaths or injuries are 
not yet known, but the hypothetical 
ramifications are obvious. The non-
medical IT landscape can also pose a 
threat to medical operations. For ex-
ample, when computers around the 
world came to a halt after an antivirus 
program identified a normal system 
file as a virus, hospitals had to post-
pone elective surgeries and to stop 
treating patients.11

Medical Devices
Medical devices include everything 
from simple wooden tongue depres-
sors and stethoscopes to highly so-
phisticated computerized medical 
equipment.37 According to the World 
Health Organization (WHO), a medi-
cal device is “an instrument, appa-
ratus, implement, machine, contriv-
ance, implant, in vitro reagent, or 
other similar or related article” in-
tended for use in the diagnosis, pre-
vention, monitoring, and treatment 
of disease or other conditions.37 The 
FDA uses a similar definition.7 Class-
es of medical devices have been de-
fined differently in, for example, the 
U.S., Canada, Europe, or Australia. 
The FDA has established classifica-

tions for approximately 1,700 differ-
ent generic types of devices. These 
devices are grouped into medical 
specialties, called panels. Examples 
for the FDA’s specialty panels include 
cardiovascular devices, dental, ortho-
pedic, as well as ear, nose, and throat 
devices. Active devices may or may 
not involve software, hardware, and 
interfaces, which are important when 
considering security issues. These de-
vices can do some processing, receive 
inputs from outside the device (sen-
sors), output values to the outer world 
(actuators), and communicate with 
other devices.

Device safety. Each of the FDA’s ge-
neric device types is assigned to one of 
three regulatory classes: I, II, and III. 
The classes are based on the level of 
control necessary to ensure the safe-
ty and effectiveness of a device; the 
higher the risk, the higher the class.8 
For example, class III devices have to 
be approved by a premarket approval 
process. This class contains devices 
that are permanently implanted into 
human bodies and may be necessary 
to sustain life, for example, artificial 
hearts or an automated external defi-
brillator. The classification is based 
on the risk that a device poses to the 
patient or the user. Class I includes 
devices with the lowest risk, class III 
those with the greatest risk.

According to the WHO, optimum 
safety and performance of medical de-
vices requires risk management with 
the cooperation among all involved in 
the device’s life span, that is, the gov-
ernment, the manufacturer, the im-
porter/vendor, the user, and the pub-
lic.37 The international standard ISO 
14971: 2007 provides a framework for 
medical device manufacturers includ-
ing risk analysis, risk evaluation, and 
risk control for risk management in a 
device’s design, development, manu-
facturing, and after-sale monitoring of 
a device’s safety and performance.18

Device security. We consider a 
medical device to be security-critical if 
it does some form of processing and 
communicating, typically by running 
some form of software on special-
ized hardware, and often, employing 
a range of sensors.7 Sensing devices 
constitute a security threat because 
wrong sensor values may later induce 
therapeutically wrong decisions by 
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when attackers have managed to im-
plant malicious hardware or software 
before the device gets installed. Ex-
amples include hardware or software 
Trojans that might be installed in heart 
pacemakers to be activated upon a spe-
cific event. Precautions must be taken 
at the design and development pro-
cesses in order to avoid such attacks. 
Communicating devices, of course, 
provide a broader attack “surface.”

We suggest a security classifica-
tion of medical devices depending on 
whether they process or communicate 
sensitive information and on whether 
they process or communicate safety-
critical information. The accompany-
ing table summarizes our proposed 
levels for devices that are security-rel-
evant. Note this set is an initial classi-
fication. While not yet fully elaborat-
ed, it is a first step toward developing 
a more comprehensive taxonomy of 
security levels.

Health care professionals increas-
ingly improve and facilitate patient 
care with mobile medical applica-
tions. An increasing number of pa-
tients manage their health and well-
ness with such applications. Such 
apps may promote healthy living and 
provide access to useful health infor-
mation. Mobile medical apps can be 
used for a plethora of uses. They can 
extend medical devices by connecting 
to them for the purpose of displaying, 
storing, analyzing, or transmitting pa-
tient-specific data. Not every mobile 
medical application necessarily poses 
a security risk. However, as soon as it 
processes or transmits sensitive in-
formation or even controls the medi-
cal device, security precautions must 
be taken.

Pacemaker Scenario
We will illustrate security issues 
through an example of pacemakers, 
that is, medical devices that are im-
planted in patients to regulate the pa-
tient’s heart rate. The purpose of such a 
device is to maintain an adequate heart 
rate of a patient whose heart would not 
be able to do so otherwise. Pacemakers 
are classified as Class III, the highest 
safety category.

Clinical perspective. Implantable 
medical devices are prevalent in many 
medical specialties. The implantable 
cardiac pacemakers and defibrilla-

tors can be especially critical for the 
patient’s health and welfare. These 
devices are implanted in hundreds 
of thousands of patients every year; 
many of these patients would not be 
able to live without a fully functional 
device. Patients with these types of 
implantable devices are typically seen 
in a follow-up on a regular basis, in 
an outpatient clinic or hospital set-
ting, where the device is interrogated 
and adjustments are made as needed. 
Trained staff or physicians perform 
these functions using a vendor-specif-
ic programming system, which com-
municates with the device by means 
of a wand or wireless technology. In 
addition, over the last several years es-
sentially all device vendors have estab-
lished a home-based device follow-up 
system. For this purpose, a data mod-
ule is located at the patient’s home, 
typically at the bedside. Once the pa-
tient is in proximity to the data mod-
ule, wireless contact is established 
and the data module interrogates the 
device. This information is sent (typi-
cally through a telephone landline) to 
an Internet-based repository. Autho-
rized health care professionals can 
view this information.

Implantable cardiac pacemakers 
and defibrillators are highly reliable. 
Nevertheless, failure of device compo-
nents has occurred and highlighted 
the potential medical and legal im-
plications. These failures have largely 
been due to problems with manufac-
turing processes and/or materials and 
have typically been limited to certain 
device batches. Almost always, how-
ever, such device failures require sur-
gical device replacement. With the 
increasing prevalence of Web-based 
wireless remote device follow-up sys-
tems, concerns about device security 

have arisen. At this time these remote 
follow-up systems are in read-only 
mode. However, device programming 
through remote follow-up systems is 
being investigated. Incorrect program-
ming either by error, technical failure, 
or malicious intent could have poten-
tially life-threatening implications for 
the patient.

Risk assessment. In our pacemaker 
scenario, we distinguish different risks 
according to the CIA triad, confidenti-
ality, integrity, and availability. First— 
confidentiality—sensitive data about 
the patient and her pacemaker may be 
disclosed. Second—integrity—data on 
a device may be altered, resulting in a 
range of slightly to highly severe im-
pacts on the patient. Third—availabil-
ity—may render a device inoperable. 
An architectural overview of the pace-
maker environment is given in the ac-
companying figure on page 79. While 
the pacemaker itself is communicat-
ing wirelessly, other communication is 
done via the Internet, a phone line, and 
sometimes by means of a USB stick. 
Even if programming devices may not 
yet have a direct connection to the clin-
ic, sooner or later, they will.

Information disclosure and tamper-
ing may happen on any connection be-
tween devices. On the Internet, a man-
in-the-middle attack can occur, unless 
appropriate measures such as encryp-
tion mechanisms have been used. 
Wireless communication additionally 
allows attackers to listen to the traffic 
with a separate device, that is, another 
programming device, another home 
monitor, or a different device specifi-
cally for an attack. Such devices can 
be used not only for listening but also 
to pretend being an authorized com-
munication partner. Denial-of-service 
attacks may occur as well. In our sce-

Security levels of medical devices.

Security level Description Device examples

Low Neither sensitive nor safety-critical 
activity

PC in hospital used for administrative work  
Heart rate watch

Medium Sensitive activity PC processing electronic health records (EHRs)  
Smartphone communicating glucose levels

High Safety-critical activity Device contolling insulin pump or  
sending parameters to pacemaker

Very High Safety-critical activity,  
input from elsewhere

Pacemaker receiving external parameters
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attack vectors.21 Various potential at-
tacks like privilege escalation, login 
backdoor, and password stealing have 
been demonstrated. The hardware of 
pacemakers is, like its software, con-
fidential and proprietary. A hardware 
reference platform is available at the 
University of Minnesota. It is based 
upon an 8-bit microcontroller.26 Hard-
ware for programming devices and 
home monitors is less constrained.

These devices have no space and 
power constraints and are comparable 
to regular PCs. Similarly to software, 
malicious hardware circuits can be 
placed on the medical device itself, but 
also on other devices it communicates 
with, such as the programming device 
and the home monitor in our pace-
maker scenario. Malicious hardware 
on the Web server, where pacemaker 
data is stored, also poses a threat by ei-
ther revealing sensitive medical data or 
by even modifying this data and, thus, 
misleading the treating physician.

Interoperability. Security issues 
of pacemakers have also been raised 
due to their capability of wireless com-
munication. Concerns include unau-
thorized access to patient data on the 
device as well as unauthorized modifi-
cations of the device’s parameters.

Needless to say, modified settings 
may harm patients’ well-being, cause 
severe damages to their hearts, and 
even cause their deaths. Device integ-
rity is at stake when its wireless com-
munication is attacked. The crucial 
question is whether it is possible for 
unauthorized third parties to change 
device settings, to change or disable 
therapies, or even to deliver command 
shocks. Halperin et al. have partially re-
verse engineered a pacemaker’s com-
munications protocol with an oscil-
loscope and a software radio and have 
then implemented several attacks able 
to compromise the safety and privacy 
of patients.15

Even if hardware and software of all 
devices in our pacemaker scenario are 
free of malware, an attacker may still 
pose a threat by communicating with 
either one of these devices, such as the 
home monitor, the programming de-
vice, the service provider’s Web server, 
or the pacemaker itself. Interoper-
ability requires protocols that define 
sequences of operations between the 
two communicating parties. These se-

nario, the biggest threat stems from 
the pacemaker’s interoperability. The 
purpose of an assessment of a device’s 
risks is a determination of risks, their 
degree of harm as well as the likelihood 
of harm occurring.27 Based on this in-
formation, countermeasures must be 
identified and selected.

Software. Vulnerabilities in soft-
ware are bugs or flaws in software that 
can directly be used by attackers to gain 
access to a system or network. Software 
for pacemakers is confidential and 
proprietary. A system specification is 
available for academic purposes.2 It 
demonstrates the complexity of these 
seemingly simple devices. There are 
many programmable parameters, for 
example, lower and upper rate limit, 
as well as various delays and periods. 
Functionality includes device monitor-
ing, lead support, pulse pacing, various 
operation modes and states as well as 
extensive diagnostic features. Software 
is not only needed on the pacemaker 
itself, but also on the programming 
device and on the home monitor. Soft-
ware on the programming device is 
needed to non-invasively reprogram 
a pacemaker, for example, to modify 
the pacemaker rate, to monitor spe-
cific functions, and to process data ob-
tained from the pacemaker. Such soft-
ware can work with one or a few models 
of devices, typically from the same 
manufacturer. Software on the home 
monitor has to communicate with the 
pacemaker and to mainly upload im-
portant information to a specific serv-
er, where personnel from the clinic can 
later access it. Installing updates may 
be necessary on both the programming 
and the home monitor, but also on 
the pacemaker itself. A compromised 
pacemaker can directly do harm to its 
patient. A compromised programming 
device can do so indirectly. It may just 
send other parameters to the device 
than the ones the cardiologist has cho-
sen. A compromised home monitor 
also poses a serious threat. If it uploads 
incorrect values to the server, then 
these values may lead the cardiologist 
to wrong conclusions and eventually to 
wrong device settings that may harm 
the patient. Last but not least, a com-
promised server that stores all these 
values poses a similar threat.

Hardware. Hidden malicious cir-
cuits provide attackers with stealthy 

Medical device 
security is the idea 
of engineering  
these devices so 
they continue to 
function correctly 
even if under a 
malicious attack.
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quences must ensure the protection of 
data. Network protocols have often suf-
fered from vulnerabilities, thus, allow-
ing attackers to pretend being some-
one else. Attackers may use a modified 
programming device with stronger 
antennae that allow them to commu-
nicate with a pacemaker from a longer 
distance. They may then pretend to be 
the authorized cardiologist and modify 
settings of the device. Similarly, they 
may act as the home monitor and read 
out sensitive data, or communicate with 
the home monitor, pretending to be  
the pacemaker, and relay wrong values.

Challenges
Critical assets deserving strong pro-
tection in health care include medical 
records, a plethora of medical sensors 
and devices, and last but not least, hu-
man health and life. The security of 
medical devices is different and more 
challenging vis-à-vis regular IT securi-
ty for several reasons, not just because 
of the fact that human life is at stake. 
Clearly, nonmedical devices like auto-
mobiles can also endanger human life 
if their safety is compromised through 
a security breach. One can imagine a 
scenario where malware is implanted 
into a dynamic stability control system 
to intentionally cause an accident. 
But many medical devices impact the 
patients’ physiology and, thus, pose 
a permanent threat. Resource con-
straints are present not for all, but for 
many, most notably implanted medi-
cal devices. Little memory, process-
ing power, physical size limitations 
and battery life limit the options that 
are available for security countermea-
sures. Emergency situations provide 
an additional challenge that is not 
present in other domains. Medical de-
vices must prevent unauthorized ac-
cess, yet may need to allow for quick 
and simple access in emergency situ-
ations. Another problem is reproduc-
ibility. Security researchers often lack 
access to proprietary devices and are, 
thus, limited in their ability to study 
attacks and defenses.

Several countermeasures to vulner-
abilities in medical devices have been 
described.4,14 They can be protective, 
corrective, or detective. Examples are 
auditing, notification, trusted external 
or internal devices, and cryptographic 
protections.16 Here, we enumerate vari-

ous challenges and postulate a means 
of tackling them.

Software security. Besides the 
functionality, software developers of 
medical devices must take measures 
to ensure the safety as well as the se-
curity of their code. Both secure de-
velopment and secure update mecha-
nisms are needed. Risks of medical 
device software have also been de-
scribed in Fu and Blum.12

Secure development. Security is a vol-
atile property. A system is never 100% 
secure. As long as vulnerabilities are 
unknown, this is not a problem. When 
attackers know a specific vulnerability, 
the target system is at risk. The engi-
neering of secure medical software is 
not radically different from the devel-
opment of other types of software. It 
is a common misconception that only 
bad programmers write insecure code. 
Besides the underlying complexity of 
writing code, it takes detailed knowl-
edge, extra training, and additional 
development activities in order to write 
secure code.17 Thus, economic and 
sometimes social factors often play 
against security quality.

In medical device software we must 
ensure both safety and security have 
top priority and there is a defined pro-
cess to report and fix vulnerabilities. 
The challenge for medical devices in-
cludes the fact that additional code 
for security must not interfere with re-
al-time constraints and other resource 
constraints like limited battery power.

Update mechanisms. When manu-
facturers of a system know about vul-
nerabilities, they will address and cor-
rect the problems. A fix must then be 

distributed to the systems with that 
vulnerability. The update mechanism 
itself may be misused for an attack. Up-
dates and patches are (still) much less 
frequent for medical devices than they 
are for personal computers and smart-
phones. However, sometimes they will 
be necessary.

We need user-friendly update pro-
cesses for medical devices and take 
precautions such that malware is not 
involved in the update process itself. In 
addition, the update must not break the 
device or halt its proper functioning.

Off-the-shelf software often “pow-
ers” medical technology. On medical 
devices, software patches or updates 
are often delayed or are even miss-
ing altogether. Missing patches may 
also be an organizational problem. 
Delays may result from the fact that 
device manufacturers must approve 
upgrades to software as well as any 
security installations.36 The problem 
with old software versions is they of-
ten contain known vulnerabilities.

Old software in medical devices was 
not an issue as long as these devices 
operated stand-alone. Increasing in-
terconnection makes these devices 
vulnerable even with old malware.12 
For medical devices, it is important 
the production life cycles of embedded 
software must match the devices’ pro-
duction life cycles. Manufacturers must 
ensure software is not used on medical 
devices after its support has expired.

Hardware security. Safety issues 
are more prevalent in hardware than 
the security concerns. An example in-
cludes the electromagnetic interfer-
ence of non-medical devices with pace-
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typically needs to be approved by the 
manufacturer. Thus, deployment of se-
curity-relevant upgrades typically gets 
delayed.36 Manufacturers, importers, 
and device user facilities are required 
to report specific device-related ad-
verse events and product problems.

Surveillance strategies must be re-
considered in order to effectively and 
efficiently collect data on security and 
privacy problems in medical devices.23 
Some regulation aspects as well as the 
role of standards bodies, manufactur-
ers, and clinical facilities have been 
discussed in Fu and Blum.12 We see 
a demand for action to adjust the in-
creasing need for software updates for 
medical devices with the need to redo 
clinical trials after major changes.

Malware detection. Vulnerabili-
ties are often unknown until malware 
exploiting those vulnerabilities is de-
tected. We need methods to detect 
the presence of malware. Malware 
detection techniques include control-
flow integrity verification, call stack 
monitoring, dataflow analysis, and 
multisource hash-based verification. 
Although software-based malware de-
tection methods are suitable for tradi-
tional computing systems, the perfor-
mance overhead may be prohibitive 
for medical devices with strict time 
constraints. Hardware-based detection 
methods can reduce or eliminate the 
performance overhead, but power con-
sumption remains a challenge.

For medical devices, we need mal-
ware detection methods that are non-
intrusive with very low power consump-
tion, as power is a precious resource, 
especially in implantable devices. In 
order to provide resilience to zero-
day exploits, anomaly-based malware 
detection methods will be needed. 
These methods rely on accurate mod-
els of normal system behavior, which 
will require both formal methods for 
modeling this behavior and tight inte-
gration with system design tasks. The 
importance of timing requirements in 
medical devices may provide a unique 
system feature that can be exploited to 
better detect malware.

Malware reaction. Detecting mal-
ware only addresses half of the prob-
lems. Once malware is detected, how 
should the medical device respond? 
Notification is a straightforward op-
tion, but it allows the malware to re-

makers. Hardware Trojans on medical 
devices seem unrealistic today, but 
precautions must be taken to reduce 
attack vectors wherever possible. Back-
doors in military chips have already 
been documented, where attackers 
could extract configuration data from 
the chip, reprogram crypto and access 
keys, modify low-level silicon features, 
and also permanently damage the de-
vice.30 An approach for automatic em-
bedding of customizable hardware 
Trojan horses into arbitrary finite state 
machines has been demonstrated. 
These Trojan horses are undetectable 
and improvable.35 Radio pathways 
have been embedded into computers, 
where computers could be remotely 
controlled and provided with malware 
even when they were not connected to 
the Internet.29

We must keep in mind that hard-
ware Trojans can be an attack vector 
for medical devices too. It is important 
to ensure such malware is not installed 
in the manufacturing process. Given 
the reliance on computer-aided design 
tools, it is further necessary to ensure 
hardware Trojans are not inserted in 
the design by these tools. Verification 
methods utilized in designing hard-
ware should ensure the resulting out-
put designs match the inputs and do 
not contain additional circuitry. Out-
side of using trusted manufactures for 
each stage of design, ensuring Trojan-
free hardware is not practical. Thus, 
detection and mitigation capabilities 
will still be needed. Once malicious 
hardware is detected and its behav-
ior is understood, research on how to 
mitigate the affects of the malicious 
hardware to ensure safety of medical 
devices will be of critical importance.

Interoperability. Increasingly, medi-
cal devices rely on wireless connectivity, 
be it for remote monitoring, or for re-
mote updates of settings or even for an 
update of the software itself. Interoper-
ability challenges include secure pro-
tocols, authentication, authorization, 
encryption, and key management. In-
teroperability of medical devices is es-
pecially tricky due to medical emergen-
cy situations. In case of an emergency, 
health personnel may need to access 
not only medical records, but also medi-
cal devices of a person in need, perhaps 
in a life-threatening situation. Authenti-
cation and authorization mechanisms 

must have a bypass or shortcut for such 
circumstances. However, these bypass-
es and shortcuts should not provide a 
means that enables attackers to gain 
access to the device.

Initiatives to secure the interoper-
ability of medical devices include ex-
ternally worn devices,3 for example,  a 
trustworthy wrist-worn amulet,31 and 
software radio shields.13 Researchers 
have also created a prototype firewall 
to block hackers from interfering with 
wireless medical devices32 and to au-
thenticate via physical contact and the 
comparison of ECG readings.28

Organizational. Security is most 
effective when designed into the sys-
tem from the very initial development 
cycle. It is important to develop and 
maintain threat models and to as-
sess risks during device development. 
A systematic plan for the provision 
of software updates and patches is 
needed. Last but not least, a security 
response team has to permanently 
identify, monitor, and resolve security 
incidents and security vulnerabilities.

For that purpose, user facilities such 
as hospitals and clinics should be in-
centivized to report security occurrenc-
es. These reports can provide valuable 
insights into security problems of med-
ical devices. In addition, we propose 
the definition of security and threat 
levels for medical devices with defined 
rules of action and an audit guideline 
for all involved stakeholders. The lev-
els defined in the table here are a small 
first step in that direction. We imagine 
simple scores for medical devices that 
summarize their sensitivity, their im-
pact as well as their exposure and their 
current threat level. Rule-based actions 
could then trigger needed actions to re-
act to security-related incidents.

Regulations. It is important to know 
at any time the level of danger and to 
take appropriate countermeasures. 
Design and distribution of medical 
devices is tightly regulated. In the U.S., 
the FDA has the authority over medical 
device distribution. A device manu-
facturer has the responsibility for the 
approved configuration of the device. 
Device users, such as hospitals and pa-
tients, do not have access to a device’s 
software environment and cannot 
install additional security measures. 
Any upgrade or update—either added 
functionality or security measures—
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main active until the device can be 
inspected or replaced. Automatically 
reinstalling the software may be fea-
sible if halting the device temporarily 
is safe for the patient. We live in an in-
terconnected world. Unplugging from 
the Internet may cause a bit of distress 
but is unlikely to harm one physically. 
However, life-critical medical devices 
present a much more complex set of 
challenges. Clearly, any reprogram-
ming, resetting, or disconnecting a 
device such as a demand pacemak-
er, which paces the heart only if the 
rhythm is abnormal, is less disruptive 
than it would be in a permanent pace-
maker. Trade-off decisions must be 
considered in such situations. Replac-
ing the device might be an option, but 
what about the time until the device 
gets replaced? Being able to turn off 
any communication to the device is at 
least a first step, which had been taken 
by a former U.S. Vice President to avoid 
a potential terroristic attack.22 It has 
to be clear, though, that this step may 
come too late if malware had already 
been planted onto the device before 
terminating the communication capa-
bilities. Resetting the device may be an 
option in this scenario.

Notifications alert patients to 
potentially malicious activities.15 
However, notifications of security 
breaches would rather unnerve wor-
ried patients. We imagine different 
device modes that may be switched 
when malware is suspected or even 
known. One such mode, for example, 
could switch off any communication 
and use predefined, safe parameter 
settings. Critically, the design of alter-
ative safe modes must ensure various 
software implementations are isolat-
ed, both through software safeguards 
and secure hardware architectures, 
such that malware cannot alter the 
operation of the safe modes. Fail-safe 
features must protect a device’s criti-
cal functionality, even when security 
has been compromised.10

Formal methods. Finding vulner-
abilities in software and hardware be-
fore being deployed within a medical 
device can significantly increase se-
curity. In practice, eliminating all se-
curity vulnerabilities is infeasible and 
impractical. Formal verification meth-
ods can be applied to analyze tempo-
ral behavior and to detect potential 

vulnerabilities.24 Guaranteeing timing 
properties is an important issue when 
developing safety-critical real-time 
systems like cardiac pacemakers. Jee 
et al. have presented a safety assured 
development approach of real-time 
software using a pacemaker as a case 
study.19 They followed model-driven 
development techniques and used 
measurement-based timing analysis 
to guarantee timing properties both in 
their implementation and in the for-
mal model.

Formal methods play an important 
role in ensuring the hardware and soft-
ware for medical devices operate as 
designed. We further believe formal 
methods should be utilized to verify 
correctness of software updates, mal-
ware reaction methods, and other run-
time system reconfigurations. Formal 
modeling and verification are essential 
to ensuring changes to the system at 
runtime can be accomplished without 
impacting device behavior.

Resource constraints. Limited pow-
er/energy and limited sizes may make 
known security solutions impractical. 
For example, an implanted defibrilla-
tor may not have the resources to run 
commercial anti-virus software. Even if 
it could do so, it may drain the battery 
too much. In addition, such software 
would have to connect to the Internet 
to keep virus information up to date 
and, thus, open up yet another attack 
vector. Limited memory may neces-
sitate the use of scaled back versions 
of operating systems. It also makes it 
more difficult to utilize common secu-
rity software.36

Recent research has shown tiny 
power generators that can convert the 
motion of a beating heart into electri-
cal energy and implantable devices 
that can be wirelessly recharged. Zero-
power notification and authentication 
with induced RF energy at no cost to 
the battery has also been shown, for 
example, to audibly alert patients of 
security-sensitive events.15 But limited 
resources will still confine security 
measures in many medical devices.

Non-technical aspects. In addition 
to technical security aspects of medical 
devices, we have to consider non-tech-
nical issues as well. Security awareness 
is one major aspect. Technical security 
measures are useless, when people, for 
example, provide login credentials to 
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use a modified 
programming 
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unauthorized people. Technically vi-
able systems may nonetheless be un-
desirable to patients.

The general population is increas-
ingly concerned about the misuse of 
the Internet in many aspects of their 
daily life, for example, banking fraud or 
identity theft. As a cardiologist and elec-
tro-physiologist, one of the authors (P. 
Ott, M.D.) has observed an increase in 
patients’ awareness of security issues, 
who question the safety of implanted 
devices in the digital realm. We expect 
such concerns will become even more 
pressing. A small study has shown per-
ceived security, safety, freedom from 
unwanted cultural and historical asso-
ciations, and self-image must be taken 
into account when designing counter-
measures for medical devices.5

We need more information about 
how concerned patients are about 
the security of the devices they are 
using. A user study could reveal what 
specific, additional steps patients are 
willing to take in order to increase se-
curity. This will give manufacturers 
valuable information. We will need 
to increase security awareness of all 
stakeholders, that is, manufacturers, 
patients, doctors, and medical insti-
tutions. Additionally, the devices’ 
security states must be more visible, 
understandable, and accessible for 
all stakeholders.

IT infrastructure. In order to protect 
medical devices, the surrounding IT 
environment must be secured as well. 
Focusing on medical devices, we will 
refrain from enumerating regular coun-
termeasures found in IT security. These 
are appropriate for health care secu-
rity or medical device security as well, 
for example, erasing hard disks before 
disposing of them, backing up data, or 
BYOD (bring your own device) policies. 
Off-the-shelf devices like smartphones 
or tablets also increasingly store, pro-
cess, and transmit sensitive medical 
data. This data must be protected from 
malware on these devices.

IT infrastructure must guarantee 
privacy of medical data according to 
the Health Insurance Portability and 
Accountability Act (HIPAA). However, 
safety is at stake as well. For medi-
cal devices, it is important to keep in 
mind regular IT devices pose a threat 
to medical devices also when they in-
teroperate directly or indirectly. Most 

importantly, medical devices should 
always assume their surroundings 
might have been compromised.

Conclusion
Securing medical devices means pro-
tecting human life, human health, 
and human well-being. It is also about 
protecting and securing the privacy of 
sensitive health information. We see 
an increase in the use of mobile medi-
cal applications as well as an increase 
in medical devices that use wireless 
communication and utilize Internet 
connections. New sensing technology 
provides opportunities for telemedi-
cine with the promise to make health 
care more cost effective. Unless ap-
propriate countermeasures are taken, 
the doors stand wide open for the 
misuse of sensitive medical data and 
even for malware and attacks that put 
human life in danger. 
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